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Abstract. Structural VARs have been extensively used in empirical macroeconomics during the
last two decades, particularly in analyses of monetary policy. Existing Bayesian procedures for
structural VARs are at best confined to a severly limited handling of cointegration restrictions.
This paper extends the Bayesian analysis of structural VARs to cover cointegrated processes with
an arbitrary number of cointegrating relations and general linear restrictions on the cointegration
space. A reference prior distribution with an optional small open economy effect is proposed and
a Gibbs sampler is derived for a straightforward evaluation of the posterior distribution. The
methods are used to analyze the effects of monetary policy in Sweden.

Keywords: Structural, Vector autoregression, Monetary policy, Impulse responses, Counterfac-
tual experiments.

JEL Classificat ion: C 11, C32, E52.

ECB •  Work ing  Paper  No 296 •  December  20034



Non-technical Summary

Over the last 20 years structural vector autoregressions have been used extensively in empirical
macroeconomics and have become one of the most often used tools for analysing the effects of
monetary policy. Since the early studies, where structural relations were identified in recursive
systems and the parameters were estimated with least squares, the methodology has developed
in several directions. For example, techniques for estimating non-recursive systems have been
proposed, Bayesian methods have emerged, which have also proven to be useful in forecasting
exercises, and the link between VARs and cointegration has been established.
This paper integrates non-recursive structural systems and cointegration with the Bayesian

approach to structural VARs. The framework we propose allows for more general forms of coin-
tegration than has previously been suggested within the Bayesian approach to structural VARs;
see, e.g., Sims and Zha (1998). In particular, we allow for an arbitrary number of cointegration
relations and for general linear restrictions on the cointegration vectors. Our framework also
extends some of Villani’s (2000, 2003) work on reduced-form cointegrated VARs. Furthermore,
we propose extensions to the Minnesota prior both in the direction of dealing with potential
exogeneity of some variables and in the treatment of seasonality.
The methodology is then applied to quarterly data for the Swedish economy over the 1975-2001

period. The variables we consider are similar to those suggested by Kim and Roubini (2000) in
their study of the G7 countries and our identifying restrictions are also nearly identical to those
suggested by them. Within a 7 variable system of domestic output, prices, money (measured by
M0), a short-term interest rate, the exchange rate and the foreign short-term interest rate and
oil prices we find evidence of two cointegration relations. One stationary relation is the spread
between the domestic and foreign short-term rates and the other involves the 5 domestic variables
only. The identifying restrictions on the simultaneous relations imply, among other things, that
domestic shocks have zero contemporaneous effect on the foreign variables and that domestic
money, the short-term interest rate and the exchange rate are simultaneously determined, while
output and prices can only react to these domestic variables with a lag.
For the over-identified system we find that monetary policy shocks generally have the expected

effects on the domestic variables. Specifically, the price and exchange rate puzzles (rising prices
and impact depreciation of the exchange rate following a monetary contraction) reported by
Jacobson, Jansson, Vredin and Warne (2002) are no longer present. Furthermore, the monetary
policy shock is mainly important for short run fluctuations in the domestic interest rate, but has
only minor effects at business cycle frequencies.
We also examine a few counterfactual policy experiments using conditional forecasts, as sug-

gested by Leeper and Zha (2003). Focusing on the conditioning period beginning in the last
quarter of 1999, when the Riksbank first raised the repo rate by 35 basis points, and ending in
the first quarter of 2000, when a further 50 basis point increase occurred, we consider 3 alter-
native scenarios. First, we study the case when the short-term rate follows the observed rate
over these 2 quarters. Second, we assume that the short-term rate is constant and equal to its
1999 quarter 3 value. Finally, we examine the possibility that the short-term rate is lowered
(relative to quarter 3 of 1999) by 1 percent over these two quarters. Based on these 3 scenarios
we compute various statistics of interest (e.g., the probability of inflation becoming higher than
3 percent in the year 2000 and/or GDP growth being less than 1 percent in the same year) from
the posterior distributions for conditional forecasts, beginning in the last quarter of 1999.
To evaluate the importance of the Lucas critique for counterfactual experiments of this type

we apply the modesty metric suggested by Leeper and Zha (2003). For the first two scenarios we
find that both are consistent with being viewed as modest policy interventions, while the third
experiment is likely to be subject to the Lucas critique.
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1. Introduction

Following the seminal paper by Sims (1980), structural vector autoregressions (SVAR) have
become one of the most frequently used methods for empirical analysis of, e.g., the effects of
monetary policy on output and prices. In these early days, SVARs were identified by assuming
a recursive structure for the variables in the system and the parameters were estimated using
least squares. The main tools for analysing the effects of structural shocks were impulse response
functions and forecast error variance decompositions.
During the last two decades we have seen a number of important developments to the basic

methodology. First, non-recursive identification procedures have been suggested (e.g., Bernanke
(1986) and Sims (1986)), allowing variables to be simultaneously determined. When the vector of
variables includes so called fast variables, such as interest rates and exchange rates, this is often a
desirable feature. Second, Bayesian methods, often based on the so called Minnesota prior (e.g.,
Litterman, 1986), have emerged and proved useful mainly in forecasting exercises but also in
policy analysis. Third, the link between VARs and cointegration in error correction models has
been established (e.g., Engle and Granger, 1987) and is nowadays widely used to study long-run
relations in data driven by unit-root (random walk) processes.
In contrast to the classical approach, with sampling distributions depending on whether the

data generating process is stationary or not, the order of integration of the data has no bearing
on Bayesian inference of time series data. Cointegration restrictions may nevertheless be useful
for imposing long run structure on the otherwise loosely structured VARs, and they are especially
important from a forecasting point of view as the imposed long run relations can be shown to
be satisfied asymptotically at long forecast horizons (Engle and Yoo, 1987; Christoffersen and
Diebold, 1998).
Sims and Zha (1998) propose a Bayesian approach to structural VAR modelling where the prior

is approximated via the use of dummy observations similar to the mixed estimation approach of
Theil and Goldberger (1961). Two of the dummy variables produce a shrinkage effect toward
either none or a single cointegrating relation, without specifying the form of this relation.
In this paper we propose a more general framework for Bayesian analysis of cointegrated

structural VARs (CSVAR) which allow for an arbitrary number of cointegrating relations and
general linear over-identifying restrictions on the cointegration vectors. The approach extends
some of Villani’s (2000, 2003) work on reduced-form cointegrated VARs. In addition, we suggest
extensions to the Minnesota prior both in the direction of dealing with potential exogeneity
(as opposed to Cushman and Zha, 1997, who impose exact exogeneity) of certain variables and
treatment of seasonality. Concerning the simultaneity of the model our approach is based on
ideas presented in Sims and Zha (1999) and Waggoner and Zha (2003b).
As an illustration of our Bayesian CSVAR method we apply it to Swedish quarterly data

covering 1975—2001. The identifying assumptions we consider are based on contemporaneous
restrictions and, apart from imposing unit roots, are similar to those considered by Kim and
Roubini (2000) for the non-US G7 countries. The vector of variables is also similar, but the
foreign variables are TCW weighted rather than represented by the US.
We find that the identified monetary policy shock generally has the expected effects on the

domestic variables. In particular, the price and exchange rate puzzles (rising prices and impact
depreciation of the domestic currency following a monetary contraction) reported by Jacobson,
Jansson, Vredin and Warne (2002) are no longer present. Moreover, the monetary policy shock
is primarily important for short run fluctuations in the domestic interest rate (and to a lesser
extent for the exchange rate), but has only negligable effects at business cycle frequencies. We
also consider a few counterfactual policy experiments using conditional forecasts, as suggested
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by Leeper and Zha (2003), and find that quite different interest rate paths are consistent with
the idea of modest policy interventions.
The remainder of the paper is structured as follows. In the next section we briefly introduce

the CSVAR model to establish notation. The prior distribution of its parameters is discussed in
detail in Section 3, while the main results on conditional posterior distributions are presented in
Section 4. In Section 5 we present the empirical application to the Swedish data, while Section
6 concludes. Finally, proofs of the theorems are given the Appendices.

2. Cointegrated Structural VARs

The cointegrated structural VAR (CSVAR) is of the form

(2.1) Γ00∆xt = αβ0xt−1 + Γ(L)∆xt +Φ0dt + εt, t = 1, ..., T,

where xt is p-dimensional vector containing the endogenous variables at time t and dt is a q-
dimensional vector of non-modelled exogenous variables (including lags), deterministic trends
and seasonal components1. Γ0 is a p × p non-singular matrix of contemporaneous coefficients,
Γ(λ) =

Pk−1
i=1 Γ

0
iλ
i, is a p × p matrix polynomial with complex valued argument λ, and L is the

usual lag operator such that Ljxt = xt−j . The columns of β (p× r) are the cointegration vectors
which defines r stationary long run relations between the endogenous variables and α (p × r)
is the matrix of adjustment coefficients. The structural shocks, εt, are assumed to be i.i.d.
Gaussian with zero mean and identity covariance matrix, following the tradition in structural
VAR modelling, see e.g. Leeper, Sims and Zha (1996) for a motivation.
Following Cushman and Zha (1997), the vector of observations xt is partitioned as xt =

(x01,t, x02,t)0, where x2 is assumed to be exogenous with respect to x1. In the small open economy
setting, x2 represents the foreign variables and x1 the domestic variables, whose effect on x2 is
assumed to be close to zero a priori, see Section 3.
A convenient form of the model in (2.1) for the whole sample of T time periods is obtained by

transposing (2.1) for each time period and stacking the resulting row vectors in matrices, yielding

(2.2) XΓ0 =Wβα0 +QΓ+E,

where the tth row of X, W, Q and E is given by ∆x0t, x0t−1, (∆x0t−1, ...∆x0t−k+1, d
0
t) and ε0t,

respectively, and Γ = (Γ1, ...,Γk−1,Φ)0. D = {X,W,Q} will be used as a short hand for the
available data.

3. Identifying Restrictions and Prior Distributions

3.1. Prior distribution on Γ1, ...,Γk. Let γ
(k)
ij be the (i, j)th element of Γ0k, i, j = 1, ..., p, i.e.

γ
(k)
ij is the coefficient on lag k of the jth endogenous variable in equation i. We will assume the

γ
(k)
ij to be independent (across i, j and k) with prior distribution

γ
(k)
ij ∼ N [0, s2(γ(k)ij )], i, j = 1, ..., p; k = 1, 2, ...,

where s(γ(k)ij ) is the prior standard deviation of γ
(k)
ij .

The starting point for our prior is the so called Minnesota prior (Litterman, 1986; Robertson
and Tallman, 1999; Sims and Zha, 1998) with

s(γ
(k)
ij ) =

λb
kλlσj

,

1Constant and trends may be restricted to the cointegration space simply by moving the relevant determinstic
component from dt to xt−1 as explained in Johansen (1995, Ch. 5).
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where λb > 0 determines the overall tightness of the prior on Γ1, ...,Γk around zero, λl > 0
controls the rate at which the coefficients are shrunk toward zero with increasing lag length and
σ1, ...,σp are scale factors which takes into account the possibly differing measurement units of
the endogenous variables. Following Sims and Zha (1998), no scale factor is used in the numerator
of s(γ(k)ij ), as the structural shocks in εt, are normalized to have unit variance.
We extend the Minnesota prior in two directions. First, rather than imposing the restriction

that the rest of the world (x2) is exogenous with respect to the small economy (x1) with probabil-
ity one, as in Cushman and Zha (1997), we add an additional hyperparameter λe to control the
tightness around the exogenity restriction. Secondly, instead of using a uniform shrinkage with
respect to the lag length, we use different shrinking pattern on the coefficients on seasonal and
non-seasonal lags. Note that if the time series have a season of s time periods then the seasonal
coefficients in the SCVAR model appear in Γs−1,Γs,Γ2s−1,Γ2s, .... The extended Minnesota prior
sets

s(γ
(k)
ij ) =

λbλ
Ii(j)
e λ

Is(k)
s

fs(k)λlσj
,

where Ii(j) is an exogeneity indicator which equals 1 if variable j is assumed exogenous in
equation i and zero otherwise, 0 < λe ≤ 1 determines the strength of the beliefs in the exogeneity
assumption, Is(k) is a seasonality indicator which takes the value 1 for k = s− 1, s, 2s− 1, 2s, ..
and zero otherwise, and

fs(k) =


k
s−1 if (s− 1) | k
k
s if s | k
k otherwise,

where m | n denotes that m divides n, i.e. that n = cm for some integer c. The hyperparameter
λs (0 < λs ≤ 1) determines the importance of coefficients on seasonal lags relative coefficients
on non-seasonal lags. Note how the fs(k) function upgrades the importance of the seasonal lags
compared to the non-seasonal ones.

3.2. Prior Distribution on Φ. The following prior will be used for Φ

vecΦ ∼ Npq(0,λ2dIpq),
where λd is a shrinkage factor.
In summary, the prior on Γ = (Γ01, ...,Γ0k−1,Φ

0)0 is

vecΓ ∼ Np2(k−1)+pq(0,ΩΓ),
where

ΩΓ = P
0
µ
Ψ 0
0 λ2dIpq

¶
P

and Ψ is a diagonal matrix with typical element s2(γ(k)ij ) and P is the commutation matrix
(Harville, 1997, Sec. 16.3) which maps vec(Γ0) into vecΓ.

3.3. Prior Distribution on Contemporaneous Coefficients in Γ0. Let γ
(0)
i be the contem-

poraneous coefficients in the ith equation of the system, i.e. γ(0)i is the ith column of Γ0. The
assumed identity covariance matrix of the structural shocks fixes the scale of Γ0, but leaves the
model invariant to rotations of Γ0. General linear restrictions on each column of Γ0 may be used
to settle this indeterminacy

(3.1) γ
(0)
i = Giψi, i = 1, ..., p,

where Gi (p× si) determines the restrictions and ψi is a si-vector of unrestricted coefficients.
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Under the restrictions in (3.1), the model is still invariant to sign switches in the equations,
as discussed in Sims and Zha (1999) and Waggoner and Zha (2003a). This may be settled by
restricting one element in each ψi to be positive; see Section 4 for more details.
The fact that Γ0 contains both location and scale components makes it difficult to specify a

prior distribution on ψ1, ...,ψp. A way out of this problem would be to use a model where the
location and scale components of Γ0 are modelled as separate parameters. This leads to other
difficulties, however, such as potentially improper posteriors (Sims and Zha, 1994). Here we settle
with a uniform prior on ψ1, ...,ψp, leaving this aspect of the overall prior to future work. We
note that sign restictions on the contemporaneous coefficients advocated by Uhlig (1997) may be
imposed simply by restricting the domain of Γ0. The posterior computations remain exactly the
same apart from a rejection step in the algorithm following a Γ0-draw in conflict with the sign
restrictions.

3.4. Prior Distribution on the Adjustment Coefficients in α. The prior distribution on
α is modelled conditional on β as

vecα|β ∼ Npr[0, (β0K1β)−1 ⊗K2]
where K1 = diag(σ21, ...,σ

2
p), the σ’s are the scaling factors used in the Γ-prior, and

K2 =

µ
λ2αIp1 0
0 λ2αλ

2
eIp2

¶
.

To understand the idea behind this prior, note that, conditional on β, α is the (partial) coefficient
in the regression of Γ00∆xt on the predictor vector β

0xt−1. A shrinkage prior on a regression
coefficient should take into account the scale of both the response variables and the predictors.
xt−1 is not known when the prior is formulated, however, and the best one can do is to include
the scale factors σ1, ...,σp. This explains the appearance of (β0K1β)−1 in the prior conditional
covariance matrix of α. Since the response variables are assumed to have unit variances and zero
covariances, identity matrices are used in K2.
K2 also contains the exogeneity parameter λe, which was also used in the Γ-prior, allowing

the lower left block of αβ0 (which contains the effects of the domestic variables on the foreign
variables) to be more heavily shrunk toward zero compared to the other elements of αβ0. The
adjustment coefficients corresponding to an entirely foreign relation, i.e. a cointegration vector
with zero restrictions on the coefficients on all domestic variables, should of course not be given
the additional λe-shrinkage.

3.5. Prior Distribution on the Cointegration Vectors in β. It is well known that the
cointegration vectors are only determined up to arbitrary linear combinations. Here we will use
general linear identifying restrictions on each cointegration vector to identify β

(3.2) βi = hi +Hiφi, i = 1, ..., r,

where hi is a vector containing the fixed part of βi, including normalizations,Hi (p×di) determines
the restrictions and φi is a di-vector of free coefficients.
We suggest the following prior on φ1, ...,φr as a suitable reference prior

(3.3) p(φ1, ...,φr) ∝
¯̄
β0K1β

¯̄−p/2 ,
where K1 = diag(σ21, ...,σ

2
p) and the σ’s are the scaling factors used in the Γ-prior. The properties

of this prior has been investigated in detail under just-identifying restrictions with K1 = Ip by
Villani (2000, 2003), where it is shown that it assigns the same prior probability to each possible
cointegration space of dimension r (more precisely, it implies a Haar invariant distribution over
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the quotient space of all cointegration spaces). If σ2i 6= σ2j for any i 6= j, the prior on φ1, ...,φr
no longer has this property, but the prior in (3.3) should nevertheless constitute a reasonable
reference prior, especially if the time series have widely differing scales, and has the additional
benefit of yielding straightforward posterior computations.
In summary, the overall prior distribution depends on the scaling factors σ1, ...,σp, and the

following six hyperparameters

λb : Baseline shrinkage

λl : Lag length shrinkage

λs : Seasonality shrinkage

λα : Adjustment shrinkage

λe : Exogeneity shrinkage

λd : Determinstic shrinkage

The scaling factors σ1, ...,σp are not hard to elicit given a proper understanding of the analyzed
time series, but are for convenience usually estimated from data as the residual standard deviation
in univariate autoregressive models fitted to the each of the series, see e.g. Litterman (1986) and
Sims and Zha (1998).

4. Posterior Distribution

The joint posterior distribution of the SCVAR parameters is intractable. In this section we
derive the necessary results for a numerical evaluation of the posterior distributions via the Gibbs
sampler. The Gibbs sampler (e.g. Tierney, 1994) simulates from the joint posterior distribution of
model parameters by iteratively generating draws from the full conditional posterior distributions,
i.e. the posterior distribution of a group of model parameters conditional on all other parameters
in the model. Denoting the full set of model parameters by θ, the end result of the Gibbs
sampling is a sequence of draws θ(1), θ(2), ..., θ(n) from the posterior distribution. The draws are
not independent but the following can be shown to hold under certain conditions (Tierney, 1994)
which are satisfied here

g(θ(i))
d→ p[g(θ)|D]

where d→ denotes convergence in distribution and g(·) is any well-behaved real valued function.
Thus, given the draws from the posterior of θ, the posterior distribution of any function of the
model parameters, e.g. the impulse response functions or forecast error variance decomposi-
tions, are immediately available simply by applying the g-function to each posterior draw and
subsequently using some density estimator.
The next theorem gives the full conditional posteriors of Γ, α and φ = (φ01, ...,φ

0
r)
0.

Theorem 1.

• Full conditional posterior of Γ
vecΓ|Γ0,α,β,D ∼ Np[p(k−1)+q](µ̄Γ, Ω̄Γ),

where Ω̄−1Γ = (Ip ⊗Q0Q) + Ω−1Γ and µ̄Γ = Ω̄Γ vec[Q
0(XΓ0 −Wβα0)].

• Full conditional posterior of α
vecα|Γ0,Γ,β,D ∼ Npr(µ̄α, Ω̄α),
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where Ω̄−1α = (β0W 0Wβ ⊗ Ip) + (β0K1β ⊗K−12 ) and µ̄α = Ω̄α vec[(XΓ0 −QΓ)0Wβ].
If λe = 1, then Ω̄−1α simplifies to λ−2α [β

0(W 0W +K1)β]⊗ Ip.
• Full conditional posterior of φ = (φ01, ...,φ0r)0

φ|Γ0,Γ,α,D ∼ Nd(µ̄φ, Ω̄φ),

where d =
Pr
i=1 di, Ω̄

−1
φ = H 0AH, A = α0α⊗W 0W + α0K−12 α⊗K1,

µ̄φ = Ω̄φH
0 {vec[W 0(XΓ0 −QΓ)α]−Ah}, H = diag(H1, ...,Hr) and h = (h01, ..., h0r)0. If

λe = 1, then A simplfies to α0α⊗ (W 0W + λ−2α K1).

Proof. See the appendix. ¤

The full conditional posterior distributions of the simultaneous effects, ψi, i = 1, ..., p, do
not belong to a known family of distributions and direct sampling is therefore not feasible. A
solution to this problem for the structural VAR model without cointegration restrictions is given
in Waggoner and Zha (2003b, Theorem 1). The Waggoner and Zha (2003b) solution cannot be
applied directly when cointegration restrictions are allowed for, but a straightforward modification
of their result is as follows. First we need the following definition.

Definition 1. A random variable X follows the absolute normal distribution AN(µ, ρ) if it has
density function

fAN (x;µ, ρ) = c |x|
1
ρ exp

·
− 1
2ρ
(x− µ)2

¸
, x ∈ R,

where c is a normalizing constant, ρ ∈ R+ and µ ∈ R.
In the next theorem, let B−i equal the matrix B with the ith column deleted, B⊥ is the

orthogonal complement of B, Chol(B) is the Choleski root of B such that B = Chol(B)Chol(B)0,
k·k is the usual Euclidean norm and d

= denotes equality in distribution. With these preliminaries
at hand we can prove the following extension of Theorem 1 in Waggoner and Zha (2003b).

Theorem 2. The full conditional posterior of the coefficients in the ith simultaneous relation is

ψi|Γ0,−i,α,β,Γ,D d
= Ri

siX
j=1

ξjvj ,

where Ri = Chol[T (G0iX
0XGi)−1], ξ1 ∼ AN(ξ̂1, T−1), ξj ∼ N(ξ̂j , T−1), for j = 2, ..., si, ξ̂j =

µ0ψiR
0−1
i vj , v1 = R0iG

0
iΓ0−i⊥/ kR0iG0iΓ0−i⊥k, (v2, ..., vsi) = v1⊥ and µψi = (G0iX

0XGi)−1G0iX
0zi,

where zi is the ith column of Wβα0 +QΓ.

Proof. See the appendix. ¤

The sign restriction mentioned in Section 2 is easily imposed by replacing a generated ψi which
does not satisfy the sign restriction with the ψi generated in the previous iteration of the Gibbs
sampler. Thus, if the sign restriction is not satisfied in a given iteration, ψi is not updated at this
iteration.2 A good choice of normalizing variables (see Waggoner and Zha, 2003a, for an automatic
method) usually gives a small number of the rejected draws. In general, an equation should be
normalized on a variable whose coefficient is likely to have negligible posterior probability in a
neighborhood of zero.

2This updating step of the algorithm then becomes a Metropolis-Hastings step, rather than a pure Gibbs step
(Gilks, Richardson and Spiegelhalter, 1996).
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In order to use Theorem 2 in a Gibbs sampler we need to be able to efficiently generate
variates from the absolute normal distribution. A simple, very accurate and readily sampled
approximation can be derived from the fact that the AN(µ, ρ)-distribution is bimodal with modes
at µ2 ± 1

2

p
(µ2 + 4). Furthermore, the curvature at x = x0 is

−
·
d2

dx2
ln f(x)

¸−1 ¯̄̄̄¯
x=x0

=
x20

(1 + x20)
ρ.

These two facts can be used to build the following mixture normal approximation to the AN(µ, ρ)
distribution

fAN(x;µ, ρ) ≈ vN(x;µ1,σ21) + (1− w)N(x;µ2,σ22),
where N(x; ·, ·) is used as a shorthand for the density of a normal distribution, µ1 = µ

2 −
1
2

p
(µ2 + 4), µ2 =

µ
2 +

1
2

p
(µ2 + 4), σ2i =

µ2i
(1+µ2i )

ρ, i = 1, 2, and w = [1 + exp(2µρ−1)]−1. It
is easily seen that, for a given ρ, the approximation error is maximal when µ = 0. The accuracy
of this approximation increases inversely with ρ and even in the worst scenario when µ = 0 it is
already very accurate for ρ = 0.1. In our use of the absolute normal distribution, ρ = T−1, where
T is the length of the time series, so the approximation can, for all practical purposes, be taken
as exact.

5. Monetary Policy in a Small Open Economy

5.1. Data and Model. Kim and Roubini (2000) studies the effects of monetary policy in the
six non-US G7 countries using a structural VAR system with seven variables and non-recursive
identifying restrictions on the contemporaneous coefficients. Their model avoids most of the
puzzling results obtained in other studies and their conclusions seem to be rather robust across
countries. Cushman and Zha (1997) use a similar scheme to identify Canadian monetary policy
shocks in a larger model which also includes trade flows.
Following Kim and Roubini (2000), the data set analyzed here consists of quarterly observations

from 1975:1 to 2001:4 on five Swedish variables: real GDP (y), CPI (p), M0 (m), the three month
bills rate in annual terms (i), the nominal exchange rate (number of Swedish kronas needed to
buy one unit of foreign currency), and two foreign variables: the oil price in US dollars (oil)
and the TCW-weighed interest rate in annual terms (if). We shall also consider a model where
CPI is replaced by a price index, where house mortage interest expenditures, indirect taxes and
sudsidies have been excluded (UND1X). All variables except the two interest rates are in logs.
The series are graphed in Figure 1.
Due to a break in the seasonal pattern in the late seventies, two different sets of seasonal

dummies are used: one covering the period 1975:1 to 1979:4 and the other covering the period
1980:1 to 2001:4. To control for devaluations of the Swedish krona, we add five dummy variables
at quarters 1976:4, 1977:2, 1977:3, 1981:3 and 1982:4. Two additional dummy variables are
included in the analysis to account for the abandonment of the fixed exchange rate in 1992:4
followed by the introduction of an explicit inflation target by Sveriges Riksbank in 1993:1. The
latter dummy takes the value zero during 1975:1-1992:4 and is equal to one from 1993:1 and
onwards.
We use k = 4 lags in the SCVAR model. Standard information criteria suggested that this is

probably excessive (SBC (Schwarz, 1978) and Hannan and Quinn’s HQ criteria (Quinn, 1980)
both suggested k = 1 whereas AIC (Akaike, 1974) preferred k = 4), but we found the seasonal
component to be better modelled with four lags. Because of the prior on Γ, which shrinks longer
lags more heavily toward zero, increasing the lag length is not that costly in terms of lost precision.
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Figure 1. Swedish macro data 1975:1-2001:4.

To determine a value for the cointegration rank, the number of long run relations, we may
use the Schwarz (1978) approximation of the posterior distribution of r: Pr(r = 0|D) = 0.116,
Pr(r = 1|D) = 0.863, Pr(r = 2|D) = 0.02, and essentially zero for other r. The rank estimation
procedure based on the trace test (Johansen, 1995) suggested that r = 2 on 1% significance level
and r = 3 on the 5%-level using the asymptotic critical values. The corresponding test based
on bootstrapped critical values suggested that r = 1 on 1% significance level and r = 2 on the
5%-level. The HQ criterion chose r = 2 whereas AIC gave r = 5 as optimal rank. In light of these
results and the well known tendency of the Schwarz approximation to favor too small models, the
ensuing analysis conditions on r = 2. Note, however, that all results conditional on a specific pair
of lag length and cointegration rank (e.g. the impulse responses or forecasts) may be averaged
over k and r with the posterior distribution as weight function (Draper, 1995).
One immediate candidate for a long run relation is the equality of the domestic and foreign

interest rate, and we will take this as one of the cointegration vectors. The second cointegration
vector is assumed to be a domestic relation normalized on m, with no other restrictions on
the coefficients of the domestic variables. The specification of the two cointegration vectors is
accomplished by six over-identifying restrictions. The Schwarz approximation of the posterior
odds ratio of the restricted model to the unrestricted model yields the odds ratio 7.85, thus
favoring the restricted cointegration space. The likelihood ratio test statistic is 19.27 which is
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highly significant with respect to its asymptotic χ26-distribution, but the bootstrapped p-value of
0.3685 (Gredenhoff and Jacobson, 2001) confirmes the finding of the Schwarz approximation.

5.2. Identification of the Structural Shocks. Successful application of structural VARs
hinges on a proper identification of the structural shocks. Cushman and Zha (1997) and Kim
and Roubini (2000) claim that non-recursive identifying restrictions are crucial for solving the
price and exchange rate puzzles mentioned in the introduction. Their argument is that tradi-
tional recursive (Choleski) identification imposes restrictions which are incredible for a small open
economy in that it requires either the exchange rate to be excluded from the monetary policy
equation or the interest rate to be excluded from the exchange rate equation.
When applying the identifying scheme of Kim and Roubini (2000) to our data set, the interest

and exchange rate equations turned out to be virtually inseparable, manifested in very uncertain
impulse response functions. We therefore base our analysis on a different set of identifying
restrictions, which still has many of the features of Kim and Roubini’s specification, including
the above mentioned simultaneity between the exchange and interest rate. The model used here
is

(5.1) Γ00∆xt =



γ11 0 0 0 0 γ61 0
γ12 γ22 0 0 0 γ62 0
γ13 γ23 γ33 γ43 0 0 γ73
0 γ24 γ34 γ44 γ54 γ64 γ74
0 γ25 0 γ45 γ55 γ65 γ75
0 0 0 0 0 γ66 0
0 0 0 0 0 γ67 γ77





∆yt
∆pt
∆mt

∆it
∆et
∆oilt
∆ift


= Υt +



εy,t
εp,t
εmd,t
εmp,t
εe,t
εoil,t
εif,t


,

where Υt = αβ0xt−1 + Γ(L)∆xt +Φ0dt.
The differences between our identifying assumptions and those used in Kim and Roubini (2000)

are:

• The foreign interest rate appears in both the money demand and monetary policy equation
(third and fourth equation, respectively).

• The CPI appears in the monetary policy equation. Since we use quarterly data and
not monthly as in Kim and Roubini, the argument that the current periods price level
is unobserved by the monetary authority at the time of the policy decision is highly
questionable.

• Output is excluded from the exchange rate equation, motivated by the substantial time
lags in the publication of swedish GDP followed by significant revisions.

• Money does not appear in exchange rate equation. This restriction is imposed to reduce
the high degree of simultaneity between money, the interest and exchange rate.

Our identifying scheme imposes four over-identifying restrictions on Γ0. The posterior odds
ratio comparing the model with these four over-identifying restrictions and the model with just-
identifying restrictions is 0.359, indicating some preference for the just-identified model. Since
all reasonable just-identifying schemes turns out to be unable to separate the money demand,
monetary policy and exchange rate shocks, we nevertheless opt for the over-identified model.
Table 1 displays the presence or absence of contemporaneous effects of the structural shocks.

Note that all shocks are allowed to influence money, the interest rate and the exchange rate
contemporaneously.

5.3. Results. We use the following prior hyperparameters: λb = 0.3, λl = 1, λs = 0.5, λα = 1,
λe = 0.1, λd = 10. The scale factors σ1, ...,σp are estimated from data as explained in Section 3.
The results are insensitive to modest changes in the prior hyperparameters.
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Shock
y p md mp e oil if

y ∗ 0 0 0 0 ∗ 0
p ∗ ∗ 0 0 0 ∗ 0
m ∗ ∗ ∗ ∗ ∗ ∗ ∗

Variable i ∗ ∗ ∗ ∗ ∗ ∗ ∗
e ∗ ∗ ∗ ∗ ∗ ∗ ∗
oil 0 0 0 0 0 ∗ 0
if 0 0 0 0 0 ∗ ∗

Table 1. Contemporaneous effects of shocks. Stars indicate non-zero coefficients.

Variable
y p m i e oil if
75.74

(66.6, 84.6)
− − − − 0.11

(−1.3, 1.6)
−

−5.97
(−18.7, 6.2)

149.18
(132.5, 166.7)

− − − −0.81
(−2.3, 0.7)

−
−21.80

(−35.5, −8.2)
−18.81
(−45.1, 7.7)

76.76
(42.5, 98.7)

−32.49
(−86.9, 17.9)

− − −46.15
(−98.8, 8.1)

− −7.30
(−37.7, 23.1)

51.65
(15.5, 86.3)

90.03
(58.0, 114.7)

−21.42
(−41.5, −4.9)

−1.56
(−3.3, 0.2)

−67.26
(−116.8, −16.7)

− −26.97
(−52.8, −2.3)

− 52.28
(20.5, 90.4)

51.02
(38.7, 59.8)

0.70
(−0.7, 2.2)

44.67
(−0.1, 90.9)

− − − − − 7.62
(6.8, 8.5)

−
− − − − − −2.25

(−3.5, −1.0)
224.40

(199.1, 250.9)

Table 2. Posterior means and 90% probability intervals (in parantheses) for the
unrestricted elements in Γ0.

After 2500 burn-in draws, an additional 50.000 draws were simulated from the posterior dis-
tribution of the model parameters with the Gibbs sampler in Theorem 1 and 2 and every tenth
draw was then saved for the inference. This subsampling reduces the autocorrelation of the draws
and keeps storage demands manageable.
The first cointegration relation is, as mentioned above, the spread between the Swedish and

the foreign interest rate. The second cointegrating relations is not as easily identified from data,
although it can be concluded from tests of restrictions that it is probably a domestic relation.
The posterior median estimate of the second cointegration relation, where the coefficients on the
oil price and the foreign interest rate have been set to zero, is given by

m = 0.44
(−0.08, 0.79)

y +0.01
(−0.55, 0.34)

p −0.18
(−2.13, 1.36)

i +1.84
(1.04, 3.40)

e,

with symmetric 90% probability intervals in parantheses. Additional restrictions, e.g. that m
and p have the same coefficient but with opposite signs, were not supported by data and gave
rise to unreasonable estimates of the remaining unrestricted parameters.
Next we turn to the estimated simultaneous relations between the variables in Table 2. For

example, the fourth relation may be interpreted as the central bank’s reaction function. According
to the estimated coefficients, if domestic prices increase then the Riksbank raises the interest rate.
Similarly, if the nominal exchange rate weakens or the foreign interest rate increases, then the
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Figure 2. Posterior distributions of the simultaneous coefficients in the monetary
policy equation: ψ24pt + ψ34mt + ψ44it + ψ54et + ψ64poilt + ψ74ift.

Riksbank also reacts by raising the domestic interest rate. Output changes, on the other hand,
can only influence the domestic interest rate with a lag. The posterior distributions of the
simultaneous coefficients, graphed in Figure 2, show that the money stock, domestic and foreign
interest rate, the exchange rate and the oil price probably enter the reaction function whereas
the coefficients on CPI may well be zero; a possible explanation for why the Riksbank does not
react contemporaneously to CPI may be the inability of the Riksbank to see current periods CPI
due to one month time lag in the publication in combination with the revisions following the
preliminary figure.
To learn more about what this model suggest about the effects of monetary policy shocks

we turn to Figure 3. The unconditional responses in the domestic variables along with 68 and
90 percent confidence intervals suggests that a positive monetary policy shock which raises the
domestic interest rate during the first year affects the CPI after roughly 9 months when it
begins to fall. Domestic output and the nominal exchange rate are affected more quickly, with
a strengthening of the exchange rate and a weaking of output. There is a rather large posterior
probability of a liquidity puzzle with an instantaneous increase of M0 from a contractionary
monetary policy shock. This picture is reversed after a few months and after a approximatelty
two years the money stock has fallen by roughly the same percentage as the CPI.
In the same figure we have also plotted the responses in the domestic variables from a monetary

polic shock when the CPI measure has been replaced with the price variable used by the Riksbank
for the inflation forecasts (UND1X). The main difference between this model and the former is
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Figure 3. Impulse response functions over 20 quarters to a unit monetary policy shock.

that prices start to fall already after 3 months and that the probability of a liquidity puzzle is
slightly smaller.
The forecast error variance decompositions for the monetary policy shock are given in Table

3. As expected, such shocks accounted for very little of the forecast uncertainty in the foreign
interest rate and the oil price. Moreover, while they account for nearly half of the uncertainty
in the domestic interest rate 1 quarter ahead, they seem to be important only for the nominal
exchange rate. The uncertainty in the price level and output are only marginally affected by such
shocks, suggesting that monetary policy surprises or mistakes are unimportant in the sense of
being a sufficiently small part of the random behavior is these variables.
To further evaluate the empirical implications about monetary policy within our model, we

turn to conditional forecasts. In particular, we focus on a period beginning in 1999:4 when the
Riksbank first raised the repo rate from 2.90 to 3.25 on November 17, with a further increase by
50 basis points to 3.75 on February 9, 2000. Relative to the actual path of the repo rate we will
consider three alternative interest rate paths generated exclusively by monetary policy shocks.
That is, the interest rate path during 1999:4-2000:1 is fixed at the experiment’s target by feeding
a sequence of monetary policy shocks into the system. All others shocks are set to zero during
these two quarters. In the subsequent quarters, the monetary policy shocks are set to zero (being
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y p m i e oil if
1 1.0

(0.0, 3.5)
0.4

(0.0, 1.6)
8.8

(1.4, 29.3)
45.2

(15.1, 71.6)
18.6

(1.6, 52.4)
0.1

(0.0, 0.4)
0.0

(0.0, 0.2)

4 8.0
(1.2, 18.3)

1.6
(0.1, 5.6)

9.6
(1.6, 26.5)

30.4
(9.6, 53.5)

15.6
(1.6, 45.8)

0.8
(0.0, 2.8)

0.4
(0.0, 1.5)

Horizon 8 9.3
(1.1, 23.0)

3.0
(0.1, 10.3)

9.9
(1.1, 30.9)

16.2
(4.9, 31.2)

14.2
(2.2, 39.5)

1.5
(0.0, 5.5)

0.9
(0.0, 3.5)

12 8.4
(0.8, 22.1)

3.5
(0.1, 12.4)

9.8
(0.8, 32.5)

10.8
(3.1, 20.6)

13.0
(2.3, 35.6)

1.8
(0.0, 6.7)

1.2
(0.0, 4.7)

16 7.5
(0.7, 20.8)

3.8
(0.1, 13.2)

9.6
(0.7, 33.2)

7.7
(2.2, 15.9)

11.8
(2.1, 32.1)

2.0
(0.0, 7.3)

1.4
(0.0, 5.5)

Table 3. Forecast error variance decomposition for the monetary policy shocks.
Posterior means and 90% probability intervals (in parentheses)

controlled by the central bank) and all others shocks are drawn from their distributions. The
first forecast path for the interest rate replicates its actual path in 1999:4-2000:1. The second
forecast path assumes a constant interest rate, i.e., 2.90 for the two quarters. Thirdly, we study
a scenario where the repo rate is lowered by 1 percent for 2 quarters. Since we do not use the
repo rate in our model we impose the conditions on the closely related 3-month rate. Data up
to 1999:3 are used in the estimation.
In Figure 4 we present the unconditional and the three conditional forecast paths for GDP

and CPI inflation in annual growth terms, the domestic interest rate and the exchange rate. We
find that the interest rate forecasts for the three conditional paths converge rather quickly and
are roughly equal within a year and a half. All three conditional forecasts overshoot the realized
interest rate after the first year and onwards, suggesting that the relatively low interest rate in
1999:4 (compared to the unconditional forecasts) will have to be compensated later on by an
aggresive tightening of policy. The unconditional interest rate forecasts are fairly accurate over
the whole forecasting horizon.
The inflation forecasts overshoot the realized path throughout the forecasting period, but are

rather accurate in 2001. The tightening of policy does not exert a large downward pressure on
prices. Regarding output growth, all forecasts indicates a general decline in growth, but the
timing could have been better. The exchange rate forecasts suggest a weaking of the Krona, but
not nearly by as much as was actually experienced in late 2000 and early 2001.
As a complement to Figure 4, we present probabilities of certain outcomes on GPD growth

and CPI inflation for the three interventions and the unconditional forecast. Due to the rela-
tively modest effects of the monetary policy shocks, there are no drastic differences between the
scenarios. The probability of low GDP growth and the joint probability of both low growth and
high inflation (3% is the upper bound of the Riksbanks inflation targeting interval) in 2000 is
much larger for Actual scenario compared to the Easing scenario, however.
Counterfactual experiments of this type may, of course, be subject to the well known Lucas

critique. Leeper and Zha (2002), who first introduced the concept of modest policy interventions,
have suggested a simple metric for evaluating how unusual a conditional projection is relative
to the typical size of the direct effects of policy. Their metric attempts to reflect how large
the direct effects of a hypothetical intervention are and how likely the intervention is to trigger
changes in agents’ behavior. In Table 5 we report the Leeper-Zha modesty metric for the three
policy scenarios and each domestic variable over the forecast period 1999:4—2001:4. When the
metric, in absolute terms, is not greater than two, then the intervention is deemed modest and
thus there is no reason for agents to change their beliefs about the policy regime and expectation
formation effects may be assumed to be insignificant.
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Figure 4. Forecasts conditional on different paths for the Swedish interest rate
in the two quarters 1999:4 and 2000:1 generated exclusively by monetary policy
shocks. Solid lines are the realized values.
Unconditional forecast (−×−), Actual path: i99:4 = 0.0340, i00:1 = 0.0395 (−o−).
No change: i99:4 = i00:1 = 0.0308, i00:1 = 0.0308 (−O−). Easing: i99:4 = i00:1 =
0.02 (−−−).

Scenario
Event Uncond. Actual Constant Easing

<1% GDP growth 2000 0.391 0.292 0.196 0.098
<1% GDP growth 2001 0.388 0.347 0.352 0.366
<1% inflation 2000 0.204 0.051 0.044 0.039
<1% inflation 2001 0.266 0.164 0.137 0.141
>3% inflation 2000 0.496 0.584 0.623 0.654
>3% inflation 2001 0.483 0.531 0.567 0.565
<1% GDP growth and >3% inflation 2000 0.219 0.190 0.136 0.074
<1% GDP growth and >3% inflation 2001 0.211 0.209 0.223 0.236
Table 4. Posterior probability of certain events conditional on different monetary
policy scenarios.
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y p m i e
Actual 0.6528 -0.6528 0.4956 -0.2478 0.4108
Constant 1.0393 -1.0393 0.0467 -1.0822 1.1724
Easing 2.3436 -2.3436 0.4548 -2.1165 2.3997

Table 5. Leeper-Zha modesty metric for the three monetary policy scenarios.

From Table 5 we find that the Actual and Constant scenarios result in modesty metrics below
two for the five domestic variables. In the case of the one percent decrease, however, the metrics
are above two for all variables but money. Hence, the actual path and the constant interest rate
scenario may both be viewed as modest policy interventions and thus not likely to be subject to
the Lucas critique. The third case, however, does not seem to be a modest intervention. Given
that it implies an interest rate at 1.4 and 1.95 percent lower than the actual path over the two
conditioning quarters, this does not seem unreasonable. However, the fact that the constant
interest rate scenario means that the interest rate is 0.32 and 0.95 percent lower than the actual
paths scenario suggests that a fairly broad range of hypothetical interest rate paths may be
deemed as being consistent with modest policy interventions.

6. Concluding remarks

This paper introduces a practicable Bayesian analysis of structural VARs with an arbitrary
number of long run relations structured by general linear restrictions on the cointegration space.
The structural part of the model is identified by restricting the contemporaneous relations among
variables, following the tradition in the Bayesian structural VAR litterature. There may be
situations where long run identifying restrictions as in Blachard and Quah (1989) are preferred,
e.g. the restriction that monetary policy shocks have no long run impact on output. The
related common trends approach introduced by King, Plosser, Stock and Watson (1991) and
further developed by Warne (1993) connects the structural part of the model to its long run
(cointegration) properties and provides a natural framework for the class of cointegrated processes
studied here. A Bayesian analysis of models with long run restrictions is by no means straight-
forward and poses a real challenge for future methodological work.

Appendix A. Proof of Theorem 1

A.1. The joint posterior. The joint posterior distribution of Γ0,Γ,α and β conditional on the
data D is

p(Γ0,α,β,Γ|D) ∝ |Γ0|T etr
£
(XΓ0 −Wβα0 −QΓ)0(XΓ0 −Wβα0 −QΓ)¤ p(Γ)p(α,β)

where etr(B) = exp
¡−12 trB¢, for any quadratic matrix B,

p(Γ) ∝ exp[−1
2
(vecΓ)0Ω−1Γ (vecΓ)]

and

p(α,β) = p(α|β)p(β)
∝ ¯̄

(β0K1β)−1 ⊗K2
¯̄−1/2 ¯̄

β0K1β
¯̄−p/2

exp

µ
−1
2
(vecα)0(β0K1β ⊗K−12 )(vecα)

¶
∝ etr

¡
α0K−12 αβ0K1β

¢
.
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A.2. Full conditional of Γ. Follows easily from the treatment of the multivariate regression in
Zellner (1971).

A.3. Full Conditional of α. Using the same manipulations as for the multivariate regression
model (Zellner, 1971) we obtain

p(D|Γ0,Γ,α,β) ∝ exp[−1
2
(vecα− vec α̂)0(β0W 0Wβ ⊗ Ip)(vecα− vec α̂)],

where α̂ = (XΓ0 −QΓ)0Wβ(β0W 0Wβ)−1. The conditional prior of α is

p(α|β) ∝ exp[−1
2
(vecα)0(β0K1β ⊗K−12 )(vecα)],

Thus,

vecα|Γ0,β,Γ,D ∼ Npr(µ̄α, Ω̄α),

where Ω̄−1α = (β0W 0Wβ ⊗ Ip) + (β0K1β ⊗K−12 ) and

µ̄α = Ω̄α[(β
0W 0Wβ ⊗ Ip) vec α̂] = Ω̄α vec(α̂β

0W 0Wβ) = Ω̄α vec[(XΓ0 −QΓ)0Wβ].

A.4. Full conditional of β. Let U = XΓ0 −QΓ. Straight-forward calculations (Zellner, 1971)
give

p(β|Γ0,Γ,α,D) ∝ etr[(U −Wβα0)0(U −Wβα0)] etr
¡
α0K−12 αβ0K1β

¢
= exp

½
−1
2
[vecU − (α⊗W ) vecβ)]0[vecU − (α⊗W ) vecβ)]

¾
× exp

µ
−1
2
(vecβ)0(α0K−12 α⊗K1)(vecβ)

¶
∝ exp

½
−1
2
(vecβ − vec β̃)0A(vecβ − vec β̃)

¾
,

where A = α0α⊗W 0W + α0K−12 α⊗K1, vec β̃ = A−1(α0α⊗W 0W ) vec β̂ and

vec β̂ = [(α0α)−1 ⊗ (W 0W )−1](α0 ⊗W 0) vecU = vec[(W 0W )−1W 0(XΓ0 −QΓ)α(α0α)−1].
Inserting vec β̂ into the formula for vec β̃ gives

vec β̃ = A−1(α0α⊗W 0W ) vec[(W 0W )−1W 0(XΓ0 −QΓ)α(α0α)−1]
= A−1 vec[W 0(XΓ0 −QΓ)α].

Using that vecβ = h+Hφ, yields

p(β|Γ0,Γ,α,D) ∝ exp

½
−1
2
(h+Hφ− vec β̃)0A(h+Hφ− vec β̃)

¾
∝ exp

½
−1
2
[A1/2(vec β̃ − h)−A1/2Hφ]0[A1/2(vec β̃ − h)−A1/2Hφ]

¾
= exp

½
−1
2
(φ− µ̄φ)0H 0AH(φ− µ̄φ)

¾
,

where Ω̄−1φ = H 0AH, µ̄φ = Ω̄φH
0A(vec β̃ − h) = Ω̄φH

0 {vec[W 0(XΓ0 −QΓ)α]−Ah}.
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Appendix B. Proof of Theorem 2

B.1. Full Conditional of ψi. Let Z =Wβα0 +QΓ.

p(ψi|Γ0,−i,Γ,α,β,D) ∝ |Γ0|T etr[(XΓ0 − Z)0(XΓ0 − Z)]
∝ |Γ0|T etr[(Γ0 − Γ̂0)0X 0X(Γ0 − Γ̂0)]

= |Γ0|T exp
Ã
−1
2

pX
k=1

(Gkψk − γ̂k)
0X 0X(Gkψk − γ̂k)

!

∝ |Γ0|T exp
µ
−T
2
(ψi − µψi)0Ω−1ψi (ψi − µψi)

¶
where Ω−1ψi = T

−1G0iY
0Y Gi, Γ̂0 = (γ̂1, ..., γ̂p) = (X 0X)−1X 0Z and µψi = (G

0
iX

0XGi)−1G0iX
0Xγ̂i.

Note that γ̂i = (X 0X)−1X 0zi, where zi is the ith column of Wβα0 + QΓ, so that µψi =
(G0iX

0XGi)−1G0iX
0zi.

Let Ri = Chol(Ωψi) such that RiR
0
i = Ωψi and, following Waggoner and Zha (2003b), decom-

pose ψi as ψi = Ri
Psi
j=1 βjwj . Then

p(ψi|Γ0,−i,Γ,α,β,D) ∝ |Γ0|T exp
µ
−T
2
(ψ0iΩ

−1
ψi
ψi − 2µ0ψiΩ−1ψi ψi + µ

0
ψi
Ω−1ψi µψi)

¶

∝ |Γ0|T exp
−T

2

( siX
j=1

βjwj)
0(
siX
j=1

βjwj)− 2µ0ψiR0−1i (

siX
j=1

βjwj)


= |Γ0|T exp

−T
2

 siX
j=1

(β2j − 2βjµ0ψiR0−1i wj)


∝ |Γ0|T exp

−T
2

 siX
j=1

[(βj − β̂j)
2]

 ,
where β̂j = µ

0
ψi
R0−1i wj . As |Γ0| =

¯̄̄
(γ1, ..., GiRi

Psi
j=1 βjwj , ..., γp)

¯̄̄
∝ |β1| (Waggoner and Zha,

2003b), we have

p(ψi|Γ0,−i,Γ,α,β,D) ∝ |β1|T exp
µ
−T
2
(β1 − β̂1)

2

¶ siY
j=2

exp

µ
−T
2
(βj − β̂j)

2

¶
.

ECB •  Work ing  Paper  No 296 •  December  200322

matvil



E ngle, R . F. a nd G ranger, C. W . J. (1987), C o- Integration an d Error Corre ction: R e presentation, E stim ation
and Testing, Econometrica, 55, 251—276.

E ngle, R . F. a nd Yo o, B. S. (1987). Fo recasting a nd testing in cointegrate d syste ms, Journal o f E co nom etrics ,
35, 143-159.

G ilks W . R ., R ichardson, S. an d Spiegelhalter, D . J. (1996). M arko v C hai n M on te Ca rlo in P ra ctice . Chapman
and Hall, London.

  G redenhoff , M . a nd Jacobson, T . (2001). Bo otstrap testing linear restrictions o n cointegrating vectors, Journal
of Business and Economic Statistics, 19, 63-72.

  Harville, D . A. (1997). M a trix Alg e bra Fro m a S ta tisticia n’s P erspectiv e , S pringer-Verlag, N e w Yo rk.
  Jacobson, T ., Jansson, P., Vredin, A., and Warne, A. (2002), “Identify ing the Eff e cts of Mone ta ry Po licy

Shocks in an Open Economy”, Sveriges Riksbank Working Paper Series No. 134.
  Johansen, S . (1995). Likelihood Based Inferen ce on Coin tegration i n the Vector Autoregressive M odel. Oxford

University Press, Oxford
  K im , S. and R ou bini, N . (2000). E xchange rate a nom a lies in the in dustr ia l c ou ntrie s: a solution w ith a

structural VAR approach. Journal of Monetary Economics, 45, 561-586.
  K ing, R . G., P losser, C. I., Sto ck, J. H ., and Watson, M . W . (1991), Sto chastic Trends and E conomic

Fluctuations, American Economic Review, 81, 819—840.
  Leep er, E. M ., Sims, C . A . and Zha, T. (1996). W hat d o es m onetary p olicy do? B roo king s P apers o n E cono m ic

Activity, 2, 1-78.
  Leep er, E. M . and Zha, T. (2003). A theory of mo dest p olicy interventions, Journal o f M onetary E co nom ics ,

50, 1673-1700.
  Litterman, R. B. (1986). Forecasting with Bayesian vector au toregression s - fi ve ye a r s o f e x p e r i e n c e . Journal

of Business and Economic Statistics, 4, 25-37.
  Lütkep ohl, H. (1990), “Asymptotic D istributions of Im pulse R esp onse Functions and Forecast E rror Var iance

Decompositions of Vector Autoregressive Models”, Review of Economics and Statistics, 72, 116-125.
  Q uinn, B. G . (1980). Order d etermination for a multivariate au to regression, Jo urnal of the Ro ya l S ta tisti ca l

Society, B42, 182-185.
  Rob ertson, J. C. an d Tallman, E. W . (1999). Vector autoregressions: forecasting and reality, Federal R ese rve

Bank of Atlanta Economic Review, 84, 4-18.
  Schwarz, G . (1978). Estimating th e d im ension of a m o del. An n a l s o f S t a t i s t i c s , 6 , 461-464.
  Sims, C . A . (1980), M acro economics an d R eality, E con ometri ca , 48, 1—48.
  Sims, C . A . and Zha, T. (1994). Error bands for impulse resp onses. Cowles Foundation Discussion Pap er no.

1085.
  Sims, C . A . and Zha, T. (1998). B ayesian m etho ds for dynamic multivariate mo dels, International E conomic

Review, 39, 949-968.
  Sims, C . A . and Zha, T. (1999). Error b ands for impulse resp onses. Econom etrica, 67 (5), 1113-1155.
  Theil, H. and Goldb erger, A. S. (1961). O n pure a nd m ixed e stim ation in e conom etric s, Intern ation al E cono mic

Review, 2, 65-78.
  Tierney, L. (1994). M arkov chain s for exploring p osterior distribu tions (w ith discussion). An n als of Statistics ,

22, 1701-1762.
  Uhlig, H. (2001). W hat are th e eff ects of monetary p olicy on output? R esults from an agnostic identifi cation

procedure, Discussion paper 28, Center for Economic Research, Tilburg University.
  Villani, M . (2000). A s pects of B a yesia n C ointeg ra tion . PhD  Thesis, Stockholm  University.
  Villani, M . (2003). Bayesian reference a nalysis o f cointegration, m anuscrip t.
  Waggoner, D. F . and Z ha, T . (2003a). L ikeliho o d-preserving normalization in mu ltiple equation mo dels,

forthcoming in Journal of Econometrics.
  Waggoner, D . F. and Zha, T . (2003b). A Gibbs sampler for restricted vector au to regression s, forthcoming in

Journal of Economic Dynamics and Control.
  Warne A . (1993), A common trends mo del: Id entifi cation, estim ation and in ference, Seminar pap er no. 555,

Institute for International Economic Studies, Stockholm.
  Zellner, A . (1971). An Introd uction to B a yesian Infe ren ce in E cono m e tric s , Wiley,  New  York.

ECB •  Work ing  Paper  No 296 •  December  2003 23

References

A ka ike, H . (1974). A new lo ok a t the statis tical m o d el identi fi cation, I EEE Trans. Au toma tic Co ntrol, 19,
716-727.

B ernanke, B. S. (1986), “Alternative E xplanations of the M oney-In come Correlation”, Carnegie-Rochester
Conference Series on Public Policy, 25, 49—100.

B lanchard, O . a nd Quah, D . (1989). Th e dyn am ic eff ects of aggregate demand and su pply distu rbances,
American Economic Review, 79, 655-673.

C ushman, D . O . and Zha, T. (1997). Identifyin g m onetary p olic y in a sm all op en e conomy under fl exible
exchange rates. Journal of Monetary Economics, 39 (3), 433-448.

C h ris toff ersen, P. F. an d D ieb old , F. X . (1998). Cointegration and long-horizon forecasting, Journal of Business
and Economic Statistics, 16, 450-458.

D rap er, D . (1995). A ssessment a nd propagation o f m o del uncertainty (with discussion), Jou rn al o f th e Ro ya l
Statistical Society B, 57, 45—97.



European Central Bank working paper series

For a complete list of Working Papers published by the ECB, please visit the ECB�s website
(http://www.ecb.int).

202 �Aggregate loans to the euro area private sector� by A. Calza, M. Manrique and J. Sousa,
January 2003.

203 �Myopic loss aversion, disappointment aversion and the equity premium puzzle� by
D. Fielding and L. Stracca, January 2003.

204 �Asymmetric dynamics in the correlations of global equity and bond returns� by
L. Cappiello, R.F. Engle and K. Sheppard, January 2003.

205 �Real exchange rate in an inter-temporal n-country-model with incomplete markets� by
B. Mercereau, January 2003.

206 �Empirical estimates of reaction functions for the euro area� by D. Gerdesmeier and
B. Roffia, January 2003.

207 �A comprehensive model on the euro overnight rate� by F. R. Würtz, January 2003.

208 �Do demographic changes affect risk premiums? Evidence from international data� by
A. Ang and A. Maddaloni, January 2003.

209 �A framework for collateral risk control determination� by D. Cossin, Z. Huang,
D. Aunon-Nerin and F. González, January 2003.

210 �Anticipated Ramsey reforms and the uniform taxation principle: the role of international
financial markets� by S. Schmitt-Grohé and M. Uribe, January 2003.

211 �Self-control and savings� by P. Michel and J.P. Vidal, January 2003.

212 �Modelling the implied probability of stock market movements� by E. Glatzer and
M. Scheicher, January 2003.

213 �Aggregation and euro area Phillips curves� by S. Fabiani and J. Morgan, February 2003.

214 �On the selection of forecasting models� by A. Inoue and L. Kilian, February 2003.

215 �Budget institutions and fiscal performance in Central and Eastern European countries� by
H. Gleich, February 2003.

216 �The admission of accession countries to an enlarged monetary union: a tentative
assessment� by M. Ca�Zorzi and R. A. De Santis, February 2003.

217 �The role of product market regulations in the process of structural change� by J. Messina,
March 2003.

ECB •  Work ing  Paper  No 296 •  December  200324



218 �The zero-interest-rate bound and the role of the exchange rate for monetary policy in
Japan� by G. Coenen and V. Wieland, March 2003.

219 �Extra-euro area manufacturing import prices and exchange rate pass-through� by
B. Anderton, March 2003.

220 �The allocation of competencies in an international union: a positive analysis� by M. Ruta,
April 2003.

221 �Estimating risk premia in money market rates� by A. Durré, S. Evjen and R. Pilegaard,
April 2003.

222 �Inflation dynamics and subjective expectations in the United States� by K. Adam and
M. Padula, April 2003.

223 �Optimal monetary policy with imperfect common knowledge� by K. Adam, April 2003.

224 �The rise of the yen vis-à-vis the (�synthetic�) euro: is it supported by economic
fundamentals?� by C. Osbat, R. Rüffer and B. Schnatz, April 2003.

225 �Productivity and the (�synthetic�) euro-dollar exchange rate� by C. Osbat, F. Vijselaar and
B. Schnatz, April 2003.

226 �The central banker as a risk manager: quantifying and forecasting inflation risks� by
L. Kilian and S. Manganelli, April 2003.

227 �Monetary policy in a low pass-through environment� by T. Monacelli, April 2003.

228 �Monetary policy shocks � a nonfundamental look at the data� by M. Klaeffing, May 2003.

229 �How does the ECB target inflation?� by P. Surico, May 2003.

230 �The euro area financial system: structure, integration and policy initiatives� by
P. Hartmann, A. Maddaloni and S. Manganelli, May 2003.

231 �Price stability and monetary policy effectiveness when nominal interest rates are bounded
at zero� by G. Coenen, A. Orphanides and V. Wieland, May 2003.

232 �Describing the Fed�s conduct with Taylor rules: is interest rate smoothing important?� by
E. Castelnuovo, May 2003.

233 �The natural real rate of interest in the euro area� by N. Giammarioli and N. Valla,
May 2003.

234 �Unemployment, hysteresis and transition� by M. León-Ledesma and P. McAdam,
May 2003.

235 �Volatility of interest rates in the euro area: evidence from high frequency data� by
N. Cassola and C. Morana, June 2003.

ECB •  Work ing  Paper  No 296 •  December  2003 25



236 �Swiss monetary targeting 1974-1996: the role of internal policy analysis� by G. Rich, 
June 2003.

237 �Growth expectations, capital flows and international risk sharing� by O. Castrén, M. Miller
and R. Stiegert, June 2003.

238 �The impact of monetary union on trade prices� by R. Anderton, R. E. Baldwin and
D. Taglioni, June 2003.

239 �Temporary shocks and unavoidable transitions to a high-unemployment regime� by
W. J. Denhaan, June 2003.

240 �Monetary policy transmission in the euro area: any changes after EMU?� by I. Angeloni and
M. Ehrmann, July 2003.

241 Maintaining price stability under free-floating: a fearless way out of the corner?� by
C. Detken and V. Gaspar, July 2003.

242 �Public sector efficiency: an international comparison� by A. Afonso, L. Schuknecht and
V. Tanzi, July 2003.

243 �Pass-through of external shocks to euro area inflation� by E. Hahn, July 2003.

244 �How does the ECB allot liquidity in its weekly main refinancing operations? A look at the
empirical evidence� by S. Ejerskov, C. Martin Moss and L. Stracca, July 2003.

245 �Money and payments: a modern perspective� by C. Holthausen and C. Monnet, July 2003.

246 �Public finances and long-term growth in Europe � evidence from a panel data analysis� by
D. R. de Ávila Torrijos and R. Strauch, July 2003.

247 �Forecasting euro area inflation: does aggregating forecasts by HICP component improve
forecast accuracy?� by K. Hubrich, August 2003.

248 �Exchange rates and fundamentals� by C. Engel and K. D. West, August 2003.

249 �Trade advantages and specialisation dynamics in acceding countries� by A. Zaghini,
August 2003.

250 �Persistence, the transmission mechanism and robust monetary policy� by I. Angeloni,
G. Coenen and F. Smets, August 2003.

251 �Consumption, habit persistence, imperfect information and the lifetime budget constraint�
by A. Willman, August 2003.

252 �Interpolation and backdating with a large information set� by E. Angelini, J. Henry and
M. Marcellino, August 2003.

253 �Bond market inflation expectations and longer-term trends in broad monetary growth and
inflation in industrial countries, 1880-2001� by W. G. Dewald, September 2003.

ECB •  Work ing  Paper  No 296 •  December  200326



254 �Forecasting real GDP: what role for narrow money?� by C. Brand, H.-E. Reimers and
F. Seitz, September 2003.

255 �Is the demand for euro area M3 stable?� by A. Bruggeman, P. Donati and A. Warne,
September 2003.

256 �Information acquisition and decision making in committees: a survey� by K. Gerling,
H. P. Grüner, A. Kiel and E. Schulte, September 2003.

257 �Macroeconomic modelling of monetary policy� by M. Klaeffling, September 2003.

258 �Interest rate reaction functions and the Taylor rule in the euro area� by P. Gerlach-
Kristen, September 2003.

259 �Implicit tax co-ordination under repeated policy interactions� by M. Catenaro and
J.-P. Vidal, September 2003.

260 �Aggregation-theoretic monetary aggregation over the euro area, when countries are
heterogeneous� by W. A. Barnett, September 2003.

261 �Why has broad money demand been more stable in the euro area than in other
economies? A literature review� by A. Calza and J. Sousa, September 2003.

262 �Indeterminacy of rational expectations equilibria in sequential financial markets� by
P. Donati, September 2003.

263 �Measuring contagion with a Bayesian, time-varying coefficient model� by M. Ciccarelli and
A. Rebucci, September 2003.

264 �A monthly monetary model with banking intermediation for the euro area� by
A. Bruggeman and M. Donnay, September 2003.

265 �New Keynesian Phillips Curves: a reassessment using euro area data� by P. McAdam and
A. Willman, September 2003.

266 �Finance and growth in the EU: new evidence from the liberalisation and harmonisation of
the banking industry� by D. Romero de Ávila, September 2003.

267 �Comparing economic dynamics in the EU and CEE accession countries� by R. Süppel,
September 2003.

268 �The output composition puzzle: a difference in the monetary transmission mechanism in
the euro area and the US� by I. Angeloni, A. K. Kashyap, B. Mojon and D. Terlizzese,
September 2003.

269 �Zero lower bound: is it a problem with the euro area?" by G. Coenen, September 2003.

270 �Downward nominal wage rigidity and the long-run Phillips curve: simulation-based
evidence for the euro area� by G. Coenen, September 2003.

271 �Indeterminacy and search theory� by N. Giammarioli, September 2003.

ECB •  Work ing  Paper  No 296 •  December  2003 27



272 �Inflation targets and the liquidity trap� by M. Klaeffling and V. López Pérez,
September 2003.

273 �Definition of price stability, range and point inflation targets: the anchoring of long-term
inflation expectations� by E. Castelnuovo, S. Nicoletti-Altimari and D. Rodriguez-
Palenzuela, September 2003.

274 �Interpreting implied risk neutral densities: the role of risk premia� by P. Hördahl and
D. Vestin, September 2003.

275 �Identifying the monetary transmission mechanism using structural breaks� by A. Beyer and
R. Farmer, September 2003.

276 �Short-term estimates of euro area real GDP by means of monthly data� by G. Rünstler,
September 2003.

277 �On the indeterminacy of determinacy and indeterminacy" by A. Beyer and R. Farmer,
September 2003.

278 �Relevant economic issues concerning the optimal rate of inflation� by D. R. Palenzuela,
G. Camba-Méndez and J. Á. García, September 2003.

279 �Designing targeting rules for international monetary policy cooperation� by G. Benigno
and P. Benigno, October 2003.

280 �Inflation, factor substitution and growth� by R. Klump, October 2003.

281 �Identifying fiscal shocks and policy regimes in OECD countries� by G. de Arcangelis and
 S. Lamartina, October 2003.

.

282 �Optimal dynamic risk sharing when enforcement is a decision variable� by T. V. Koeppl,

 October 2003.

283 �US, Japan and the euro area: comparing business-cycle features� by P. McAdam,

 November 2003.

284 �The credibility of the monetary policy ‘free lunch’� by J. Yetman, November 2003.

285 �Government deficits, wealth effects and the price level in an optimizing model�

 by B. Annicchiarico, November 2003.

286 �Country and sector-specific spillover effects in the euro area, the United States and Japan�

 by B. Kaltenhaeuser, November 2003.

287 �Consumer inflation expectations in Poland� by T. Łyziak, November 2003.

288 �Implementing optimal control cointegrated I(1) structural VAR models� by F. V. Monti,

November 2003.

289 �Monetary and fiscal interactions in open economies� by G. Lombardo and A. Sutherland,

November 2003.

ECB •  Work ing  Paper  No 296 •  December  200328



291 �Measuring the time-inconsitency of US monetary policy� by P. Surico, November 2003.

290 �Inflation persistence and robust monetary policy design� by G. Coenen, November 2003.

292 �Bank mergers, competition and liquidity� by E. Carletti, P. Hartmann and G. Spagnolo, November 2003.

293 �Committees and special interests” by M. Felgenhauer and H. P. Grüner, November 2003.

294 �Does the yield spread predict recessions in the euro area?” by F. Moneta, December 2003.

295 �Optimal allotment policy in the eurosystem’s main refinancing operations?” by C. Ewerhart,
 N. Cassola, S. Ejerskov, N. Valla, December 2003.

ECB •  Work ing  Paper  No 296 •  December  2003 29

296 �Monetary policy analysis in a small open economy using bayesian cointegrated structural VARs?” 
 by M. Villani and A. Warne, December 2003.


	Monetary policy analysis in a small open economy using bayesian cointegrated structural VARS
	Contents
	Abstract
	Non-technical Summary
	1. Introduction
	2. Cointegrated structural VARS
	3. Identifying restrictions and prior distributions
	4. Posterior distribution
	5. Monetary policy in a small open economy
	6. Concluding remarks
	Appendices
	References
	European Central Bank working paper series



