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Abstract

This paper introduces the problem of a planner who wants to control a population of

heterogeneous agents subject to idiosyncratic shocks. The agents differ in their initial states

and in the realization of the shocks. In continuous time, the distribution of states across

agents is described by a Kolmogorov forward equation. The planner chooses the controls

in order to maximize an optimality criterion subject to an “aggregate resource constraint”.

We demonstrate how the solution should satisfy a system of partial differential equations

that includes a generalization of the Hamilton-Jacobi-Bellman equation and the Kolmogorov

forward equation.

Keywords: Kolmogorov forward equation, calculus of variations, dynamic programming,

heterogeneous agents.

JEL codes: C6, D3, D5, E2
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Non-technical summary

Many problems of interest in economics and finance are composed of a very large number of

agents. An economy, for example, is composed of millions of households and firms. A network

may contain thousands of nodes. In these cases, assuming a distribution of state variables seems

to be a reasonable approximation to the real problem under consideration.

The aim of this paper is to introduce optimal control problems in which there is an infinite

number of heterogeneous agents. In optimal control, a planner deals with the problem of finding

some control variables for a given system in order to achieve a specific goal. The state of the

system is typically characterized by a number of state variables. In the case of a very large number

of agents, assuming a distribution of state variables may seem a valid approximation to the real

problem under consideration.

We assume that the state of each individual agent is characterized by a finite set of state

variables. The evolution of the state variables of each agent is controllable, that is, there exist

some controls that allow the planner to modify it. The evolution of the state variables is also

subject to some random disturbances. In this problem, the aim of the planner is to maximize an

optimality goal over the full distribution (across agents) of state variables.

This paper provides the mathematical foundations to solve optimal control problems with an

infinite number of agents. In order to do so, it considers continuous time instead of the more

standard assumption in macroeconomics of discrete time. The reason is that, in continuous time

there is an equation (called Kolmogorov forward or Fokker-Planck equation) that describes the

aggregate evolution of the distribution of state variables. This makes the problem more tractable

and allows us to present the conditions to find a general solution to this kind of problems.

To illustrate the theory, we present a couple of examples. The first one is an optimal control

version of the Aiyagari (1994) model. This is a model in which households own a non-negative

amount of a single asset (capital) and provide a stochastic labor supply. A final good is produced

by combining households’capital and labor. A social planner, following an utilitarian criterion,

has to determine the income and consumption flows of households in order to maximize the average

agents’utility, which depends on their consumption.

We introduce the problem and provide an analytical solution for the case of a stationary

equilibrium, in which the capital distribution does not change with time. In the optimal allocation

consumption is constant across households, independently of the household’s capital holdings or of

its labor supply. The income flow is just enough to cover for capital depreciation and consumption,

so that there is no change in the capital of each individual household across time.

The second example is that of a monopolist in a model with heterogeneous reserves of an ex-

haustible resource. It extends previous work by Pindyck (1980) and Stiglitz (1976) to a heterogeneous-
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reserve setting. There is a distribution of deposits of an exhaustible commodity. The level of

reserves in each deposit is known with certainty, but its instantaneous change is in part random

due to an uncertainty component. The commodity can be extracted at a cost which depends on

the extracted amount and on the level of reserves. We assume that all the deposits are owned by

a risk-neutral producer. The producer observes the market demand for her commodity and has to

decide the rate of extraction in each deposit given the reserve dynamics

In the solution to the problem, the monopolist applies a price markup equal to the inverse price

demand elasticity. The individual production decision in each well is such that the price minus the

markup equals the marginal extraction costs plus the scarcity rent, which differs in each deposit.
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1 Introduction

Optimal control is an essential tool in economics and finance. In optimal control, a planner deals

with the problem of finding a set control variables for a given system such that a certain optimality

criterion is achieved. The state of the system is typically characterized by a finite number of state

variables.1 Some systems of interest are composed of a very large number of agents; an economy, for

example, is composed of millions of households and firms and a network may contain thousands

of nodes. In these cases, assuming a distribution of state variables seems to be a reasonable

approximation to the real problem under consideration.

The aim of this paper is to introduce optimal control problems in which there is an infinite

number of agents. The state of each of these agents is characterized by a finite set of state variables.

The evolution of the state variables of each agent follows a controllable stochastic process, that is,

there exists a vector of controls that allows the planner to modify the state of each agent. The

evolution of the state variables is also subject to some random disturbances. In this problem, the

aim of the planner is to maximize an optimality criterion over the full distribution (across agents)

of state variables.

We focus on the continuous time version of the problem. In this case, each agent is characterized

by a multidimensional Itô process with a drift coeffi cient that is a function of both its state and a

Markov control . The control depends on time and on the current state of the agent. Randomness

is introduced through an idiosyncratic Brownian motion. All the agents have the same drift and

diffusion coeffi cients, but they differ in their initial states and in the realizations of the Brownian

motion.

The key advantage of working in continuous time, compared to discrete time, is that the evo-

lution of the state distribution across agents can be characterized by the Kolmogorov forward

equation (also known as Fokker-Planck equation). This is a second-order partial differential equa-

tion (PDE) that describes the evolution of the distribution given its initial value and the control.

Despite the random evolution of each individual agent, the dynamics of the distribution are de-

terministic. Thanks to this property of continuous time stochastic processes, the control of an

infinite number of agents under idiosyncratic shocks can be expressed as the deterministic problem

of controlling a distribution that evolves according to the Kolmogorov forward (KF) equation.

The optimality criterion is characterized by a functional of the state distribution and the

control. In addition, the problem includes some subsidiary conditions, typically related with an

aggregate resource constraint.

The main contribution of the paper is to present the necessary conditions for a solution to this

problem. This can be done by following similar steps as in deterministic dynamic programming.

1See Bertsekas (2005, 2012) or Fleming and Soner (2006).
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The difference is that, instead of working with functions using differential calculus, we should work

with state distributions employing calculus of variations. The necessary conditions generalize the

Hamilton-Jacobi-Bellman (HJB) equation in traditional dynamic programming. The role of the

value function is played here by the functional derivative of the value functional with respect to

the state distribution. If it exists and satisfies some regularity conditions, then it can be found,

together with the optimal controls and the state distribution, as the solution of a coupled system of

second-order PDEs. This system includes the generalization of the HJB equation, the KF equation,

the aggregate resource constraint and the boundary conditions.

Lucas and Moll (2013) also analyze a problem of optimal control with heterogeneous agents.

The main difference is that the present paper shows how to handle the resource constraints that are

present in most economic problems, whereas the problem in Lucas and Moll is unconstrained. In

our case, the presence of an aggregate constraint over the distribution of states and controls intro-

duces an extra terms in the HJB equation weighted by a time-varying costate. The costate plays

the same role as the Lagrange multipliers in standard constrained optimization, as it represents

the marginal cost of violating the aggregate resource constraint.

To illustrate the theory, we present a couple of examples. The first one is a continuous time,

optimal control version of the Aiyagari (1994) model. This is a stochastic growth model in which

households own a non-negative amount of a single asset (capital) and provide a stochastic labor

supply. A final good is produced by combining households’capital and labor. A social planner,

following a utilitarian criterion, has to determine the income and consumption flows of households

in order to maximize the average agents’utility, which depends on their consumption.

We introduce the problem and provide an analytical solution for the case of a stationary equi-

librium, in which the capital distribution is time-invariant. In the optimal allocation consumption

is constant across households, independently of the household’s capital holdings or of its labor

supply. The income flow is just enough to cover for capital depreciation and consumption, so

that there is no change in the capital of each individual household across time. There are infinite

distributions that satisfy the necessary conditions. The optimal stationary equilibrium is the same

as the deterministic steady-state in the case of a representative household.

The second example is that of a monopolist in a model with heterogeneous reserves of an ex-

haustible resource. It extends previous work by Pindyck (1980) and Stiglitz (1976) to a heterogeneous-

reserve setting. There is a distribution of deposits of an exhaustible commodity. The level of

reserves in each deposit is known with certainty, but its instantaneous change is in part random

due to an uncertainty component. The commodity can be extracted at a cost which depends on

the extracted amount and on the level of reserves. We assume that all the deposits are owned by

a risk-neutral producer. The producer observes the market demand for her commodity and has to

decide the rate of extraction in each deposit given the reserve dynamics
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In the solution to the problem, the monopolist applies a price markup equal to the inverse

price demand elasticity. The individual production decision in each deposit is such that the price

minus the markup equals the marginal extraction costs plus the scarcity rent, which differs in each

deposit.

This paper is related to the large literature studying general equilibrium models with het-

erogeneous agents. Early contributions are Bewley (1986) and Aiyagari (1994). See Heathcote,

Storesletten and Violante (2009) for a recent survey. Some existing papers analyze heterogeneous

agent models in continuous time. Examples are Luttmer (2007) and Alvarez and Shimer (2011).2

All these papers focus on the decentralized equilibrium. We contribute to this literature by devel-

oping a method to analyze the optimal allocation. The method is flexible enough to address issues

such as different optimality critera or the optimal allocation in the transitional dynamics.

The structure of the paper is as follows. In section 2 we describe the problem. In section 3

we provide necessary conditions for a solution. In section 4 we present two examples. Finally, in

section 5 we conclude.

2 Statement of the problem

Individual agents. We consider a continuous-time infinite-horizon economy. There is a contin-
uum of unit mass of agents indexed by i ∈ [0, 1] . Let X i

t denote the state of an agent i at time

t ∈ R+. The state evolves according to a multidimensional Itô process of the form

dX i
t = b

(
X i
t , u(t,X i

t)
)
dt+ σ

(
X i
t

)
dBi

t, (1)

where X i
t ∈ Q ⊂ Rn, n ∈ N, b : Q × U → Q, σ : Q → Q and Bi

t is a n-dimensional Brownian

motion.3 Here u : R+ ×Q → U ⊂ Rm, m ∈ N, is a Markov control whose value can be chosen in
the given compact set U, and Q is a closed set. Assume that all elements outside of the diagonal

in σ (X i
t) are zero. Notice that all the agents are identical in their drift and diffusion coeffi cients

but potentially differ in their state and in the realization of the idiosyncratic Brownian motions.

2These papers are related to the emerging literature on mean field games (MFG) in mathematics. Introduced
in Lasry and Lions (2007), MFG equilibria are a generalization of Nash equilibria in stochastic differential games
as the number of players tend to infinite and agents only care about the distribution of other players’states. MFG
are characterized by a HJB equation describing the value function of each player and a KF equation describing
the evolution of the state distribution.See, for example, Guéant, Lasry and Lions (2011) or Carmona, Delarue and
Lachapelle (2013)

3The set R+ includes all the non-negative real numbers, including zero. If zero is not included, we denote it as
R++.
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It is convenient to express b(·), u(·) and σ (·) in matrix form

b (x, u(t, x)) =


b1 (x1, ..., xn;u1(t, x1, ..., xn), ..., um(t, x1, ..., xn), )

b2 (x1, ..., xn;u1(t, x1, ..., xn), ..., um(t, x1, ..., xn), )
...

bn (x1, ..., xn;u1(t, x1, ..., xn), ..., um(t, x1, ..., xn), )

 ,

and

σ (x) =


σ11 (x1, ..., xn) · · · 0

...
. . .

0 σnn (x1, ..., xn)

 .

To ensure the existence of a solution of the stochastic differential equation (1), assume that

b(x, u(t, x)) ∈ C2(Q× U) and σ(x) ∈ C2(Q) are measurable functions satisfying

|b(x, u)|+ |σ(x)| ≤ Cγ (1 + |x|) ;

|b(x, u)− b(y, u)|+ |σ(x)− σ(y)| ≤ Dγ (1 + |x− y|) ;

for all x, y ∈ Q, some constants Cγ and Dγ and u ∈ U such that |u| ≤ γ.4 Also assume that u(t, x)

is adapted to the natural filtration of Bi
t.

A control law u(t, x) ∈ U is admissible if for any initial point (t, x) such that X i
t = x the

stochastic differential equation (1) has a unique solution. We denote A as the space of all bounded

measurable controls contained in the set of all Markov controls u(t, x) ∈ U .
Aggregate distribution. Assume that the transition measure of X i

t has a density f(t, x;xi0) :

R+ ×Q→ [0, 1], (f ∈ C2(R+ ×Q)), i.e., that

E
[
ϕ(X i

t)|X i
0 = x0

]
=

∫
Q

ϕ(x)f(t, x;xi0)dx; ∀ϕ ∈ C2(Q),

the initial distribution of X i
t at time t = 0 is ρ(x) ∈ C2(Q).

In this case, the dynamics of the distribution of agents f(t, x) are given by the KF equation5

∂f(t, x)

∂t
= −∇x · [b (x, u(t, x)) f(t, x)] +

1

2
∆x

[
σ2(x)f(t, x)

]
, (2)

f(0, x) = ρ(x),

∫
Q

f(t, x)dx = 1, (3)

4 |σ| =
∑n

i,j=1 σij . See Øksendal (2010) or Fleming and Soner (2006).
5Although the normalization of probability to one is not an initial condition, we always display it together with

the initial condition for the sake of space.
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where σ2 = σσ′. ∇x· is the divergence operator with respect to x, and ∆x is the Laplacian operator

with respect to x.

Performance functional. Let G [f, u] be a differentiable functional and r > 0 is a constant.

We define the performance functional J [f(t, ·), u] as

J [f(t, ·), u] ≡
∫ ∞
t

e−r(s−t)G [f(s, ·), u] ds.

We also define set of constraints that should be satisfied

H[f(t, ·), u] = 0, (4)

whereH is the resource constraint functional. The reason of this name will be clear in the examples

below. This is a family of constraints indexed by time.

Definition 1 (optimal control with heterogeneous agents) The optimal control problem with
heterogeneous agents is to find, for each f ∈ C2(Q) that satisfies the Kolmogorov forward equation

(2, 3) and t ∈ R+, a number V [f(t, ·)] and a control u∗ = u∗(t, x) ∈ A such that

V [f(t, ·)] ≡ sup
u(·)∈A

J [f(t, ·), u] = J [f(t, ·), u∗] (5)

subject to the resource constraint functional (4).

The supremum is taken over a family A of admissible controls. Such control is called an opti-

mal control and V [f(t, ·)] is the value functional. The optimal control problem with heterogeneous
agents is an extension of the classical deterministic optimal control problem to an infinite dimen-

sional setting, in which the state is the whole distribution of individual states f(t, x). The key

point is that the law of motion of this distribution is given by the KF equation.

Finally, we assume that

lim
t↑∞

e−rtV [f(t, ·)] = 0. (6)

3 Solution to the problem

In this section we characterize the solution to problem (5). First, we introduce the dynamic

programming principle for this problem.

Lemma 2 (Dynamic programming) For any initial condition f(t0, x) such that t0 ∈ R+,

f(t0, x) ∈ C2(Q), suppose that the admissible control u∗ ∈ A is a solution to the problem (5)
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for t0 ≤ t <∞, then

V [f(t0, ·)] =

∫ t

t0

e−r(s−t0)G [f(s, ), u∗] ds+ e−r(t−t0)V [f(t, ·)] , (7)

Proof. This lemma is a particular case of lemma 7.1 in Flemming and Soner (2006) replacing the
value function by V [f(t0, ·)].
We can define

v(t, x) ≡ δV [f ]

δf(t, x)
, (8)

as the functional derivatives of the value functional V [f ] with respect to f at point (t, x), v :

R+×Q→ R.6 Lucas and Moll (2013) provide an economic interpretation of v(t, x) as the marginal

social value at time t of an agent in state x.

Given (8), we provide necessary conditions to the problem.

Theorem 3 (Necessary conditions) Assume that v ∈ C2([0,∞)×Q)and that an optimal Markov

control u∗ exists. Then, it satisfies

δG [f, u∗]

δf(t, x)
+ λ(t)

δH [f, u∗]

δf(t, x)
+
∂v(t, x)

∂t
+

n∑
i=1

bi (x, u
∗)
∂v(t, x)

∂xi
+

n∑
i=1

σ2
ii(x)

2

∂2v(t, x)

∂x2
i

= rv(t, x),(9)

δG [f, u∗]

δuj(t, x)
+ λ(t)

δH [f, u∗]

δuj(t, x)
+

n∑
i=1

∂bi (x, u
∗)

∂uj

∂v(t, x)

∂xi
f(t, x) = 0, (10)

j = 1, ...,m, with λ(t) : R+ → R, together with the KF equations (2, 3), the resource constraint
(4) and the transversality condition

lim
t↑∞

e−rtv(t, x) = 0. (11)

Proof. Suppose that 0 < t <∞. If an optimal Markov control u∗ = [u∗1, ..., u
∗
m] exists and satisfies

the constraint (4), H[f(t, ·), u∗] = 0, it should be an extremal of∫ ∞
t

e−r(s−t) {G [f(s, ·), u] + λ(s)H[f(s, ·), u]} ds,

6For an introduction to the Calculus of Variations, see Gelfand and Fomin (1991).
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where λ(t) : R+ → R.7 Taking derivatives with respect to time in equation (7):

rV [f(t, ·)] = G [f(t, ·), u∗] +
∂

∂t
V [f(t, ·)] = G [f(t, ·), u∗] +

∫
Q

δV [f ]

δf(t, y)

∂f(t, y)

∂t
dy

= G [f(t, ·), u∗] +

∫
Q

δV [f ]

δf(t, y)

(
−∇y · [b (y, u∗(t, y)) f(t, y)] +

1

2
∆y

[
σ2(y)f(t, y)

])
dy.

The optimal Markov control u∗(t, ·) that maximizes the performance functional J [f(t, ·), u] (5)

subject to the constraints (4), H[f(t, ·), u] = 0, should be an extremal of

G [f(t, ·), u] + λ(t)H[f(t, ·), u] +

∫
Q

v(t, y)

(
−∇y · [b (y, u(t, y)) f(t, y)] +

1

2
∆y

[
σ2(y)f(t, y)

])
dy,

(12)

where v(t, y) = δV [f ]
δf(t,y)

and λ(t) : R+ → R. Thus, the functional derivative of (12) with respect to
uj, j = 1, ...,m, should be zero:

δG [f, u∗]

δuj(t, x)
+λ(t)

δH [f, u∗]

δuj(t, x)
+

δ

δuj(t, x)

∫
Q

v(t, y)

(
−∇y · [b (y, u∗(t, y)) f(t, y)] +

1

2
∆y

[
σ2(y)f(t, y)

])
dy = 0.

Notice that

∇x · [b (x, u(t, x)) f(t, x)] =

n∑
i=1

[
∂bi
∂xi

f +

m∑
j=1

∂bi
∂uj

∂uj
∂xi

f + bi
∂f

∂xi

]
.

Also notice that, in calculus of variations, if

Φ[u1, ..., um] =

∫
Q

ϕ(x, u1, ..., um,
n∑
i=1

∂u1

∂xi
, ...,

n∑
i=1

∂um
∂xi

)dx,

with uj : Q→ Uj ⊂ R, then
δΦ

δuj
=

∂ϕ

∂uj
−

n∑
i=1

∂

∂xi

∂ϕ

∂
(
∂uj
∂xi

) .
Therefore,

δ

δuj(t, x)

∫
Q

v(t, y)

(
−∇y · [b (y, u(t, y)) f(t, y)] +

1

2
∆y

[
σ2(y)f(t, y)

])
dy

= −
n∑
i=1

[
∂2bi
∂uj∂xi

vf +
m∑
k=1

∂2bi
∂uj∂uk

∂uk
∂xi

vf +
∂bi
∂uj

∂f

∂xi
v

]
+

n∑
i=1

∂

∂xi

(
vf

∂bi
∂uj

)
=

n∑
i=1

∂bi
∂uj

∂v

∂xi
f,

7See Gelfand and Fomin (1993, pp. 42-46).
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so we obtain equation (10). We can also take the functional derivative with respect to f in equation

(12) noticing that u∗ = u[f ], that is, the optimal control depends on the state distribution:

δG [f, u∗]

δf(t, x)
+ λ(t)

δH [f, u∗]

δf(t, x)

+
δ

δf(t, x)

∫
Q

δV [f ]

δf(t, y)

(
−∇y · [b (y, u(t, y)) f(t, y)] +

1

2
∆y

[
σ2(y)f(t, y)

])
dy

+

m∑
j=1

0︷ ︸︸ ︷
δG [f, u∗]

δuj(t, x)
+ λ(t)

δH [f, u∗]

δuj(t, x)
+

δ

δuj(t, x)

∫
Q

w

(
−∇y · [bf ] +

1

2
∆y

[
σ2f
])

dy = 0,

where the third line is zero due to the optimality of the controls. Notice that

1

2
∆x

[
σ2(x)f(t, x)

]
=

n∑
i=1

∂

∂xi

[
σii
∂σii
∂xi

f +
σ2
ii

2

∂f

∂xi

]

=

n∑
i=1

[(
∂σii
∂xi

)2

f + σii
∂2σii
∂x2

i

f + 2σii(x)
∂σii
∂xi

∂f

∂xi
+
σ2
ii

2

∂2f

∂x2
i

]
,

then,

δ

δf(t, x)

∫
Q

δV [f ]

δf(t, y)

(
−∇y · [b (y, u(t, y)) f(t, y)] +

1

2
∆y

[
σ2(y)f(t, y)

])
dy

=

∫
Q

δ2V [f ]

δf(t, x)δf(t, y)

∂f

∂t
dy +

n∑
i=1

[
− ∂bi
∂xi
−

m∑
j=1

∂bi
∂uj

∂uj
∂xi

+

(
∂σii
∂xi

)2

+ σii(x)
∂2σii
∂x2

i

]
v

−
n∑
i=1

∂

∂xi

(
−biv + 2σii

∂σii
∂xi

v

)
+

n∑
i=1

∂2

∂x2
i

(
2σii

∂σii
∂xi

σ2
ii

2
v

)
=

∫
Q

δ2V [f ]

δf(t, x)δf(t, y)

∂f

∂t
dy +

n∑
i=1

bi
∂v

∂xi
+

n∑
i=1

σ2
ii

2

∂2v

∂x2
i

,

and taking into account that

∂v(t, x)

∂t
=

∂

∂t

δV [f ]

δf(t, x)
=

∫
Q

δ2V [f ]

δf(t, y)δf(t, x)

∂f(t, y)

∂t
dy

=

∫
Q

δ2V [f ]

δf(t, x)δf(t, y)

∂f(t, y)

∂t
dy,

we obtain equation (9). Finally, suppose that t ↑ ∞. In this case, using (6) and taking functional
derivatives with respect to f we obtain (11).
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Theorem 4 provides necessary conditions for the existence of an optimal control. It provides

a system of m+ 2 PDEs that link the dynamics of v(t, x), u∗(t, x) and f(t, x). Equations (9) and

(10) are a generalization of the HJB equation to our particular infinite-dimensional problem. The

system is forward-backward and coupled in the sense that the HJB is a function of the distribution

f and has boundary conditions at time t ↑ ∞, whereas the KF is a function of the optimal controls
u∗ and it has boundary conditions at time t = 0.

4 Examples

4.1 Optimal control in an Aiyagari-Bewley economy

We introduce as an example an optimal control problem in a stochastic growth model with idio-

syncratic shocks à la Aiyagari (1994) or Bewley (1986).

Statement of the problem. Assume a population of households of total mass 1. Each

household i receives an income yit ∈ R and consumes an amount cit > 0. Notice that the income may

be negative, reflecting the possibility that the household provides resources to other households.

The household may own a single asset, capital, in a non-negative amount kit > 0,8 according to

dkit =
(
yit − δkit − cit

)
dt,

where δ ∈ [0, 1] is the rate of depreciation. Each household may contribute to the aggregate

production of goods with its capital stock and its labor supply. The labor supply is assumed to

follow an Itô process

dlit = µL(lit)dt+ σL(lit)dB
i
t,

where lit ∈ [0, 1], Bi
t is a Brownian motion independent across agents and µL, σL : [0, 1] → R are

C2([0, 1]). Total labor is constant Lt = 1/2.

Assume that there is a single good Yt that can be used for consumption and investment. It is

produced using a Cobb-Douglas function of aggregate capital input, Kt, and aggregate labor input

Lt:

Yt = zKα
t L

1−α
t , (13)

with α ∈ [0, 1] and z > 0.

Let f(t, k, l) ∈ C2(R+ × R+ × [0, 1]) be the joint distribution of capital and labor supply. It

8In a competitive equilibrium, the non-negativity constraint in capital holdings is typically known as a borrowing
constraint.
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evolves according to the KF equation

∂f(t, k, l)

∂t
= − ∂

∂k
{[y∗(t, k, l)− δk − c∗(t, k, l)] f(t, k, l)} (14)

− ∂
∂l

[µL(l)f(t, k, l)] +
1

2

∂2

∂l2
[
σ2
L(l)f(t, k, l)

]
, (15)

where y∗(t, k, l) and c∗(t, k, l) are the optimal income and consumption. The joint initial distribu-

tion is

f(0, k, l) = ρ(k, l) ∈ C2(R+ × [0, 1]),

∫ ∞
0

∫ 1

0

f(t, k, l)dldk = 1. (16)

The aggregate capital is defined as

K(t) ≡
∫ ∞

0

∫ 1

0

kf(t, k, l)dldk. (17)

Assume that a social planner maximizes the average utility across the population, that is,

G[f, y, c] =

∫ ∞
0

∫ 1

0

U(c(t, k, l))f(t, k, l)dldk, (18)

where U(c) ∈ C2(R+) is the instantaneous individual utility of an individual that consumes a

flow of c units. U is assumed to be a strictly increasing and strictly concave function. The social

planner discounts the future exponentially with discount rate r > 0. The performance functional

J [f(t, ·), y, c] is

J [f(t, ·), y, c] ≡
∫ ∞
t

e−r(s−t)
[∫ ∞

0

∫ 1

0

U(c(t, k, l))f(t, k, l)dldk

]
ds

and the resource constraint condition

H[f(t, ·), y, c] ≡ zKα
t L

1−α
t −

∫ ∞
0

∫ 1

0

y(t, k, l)f(t, k, l)dldk = 0, (19)

that is, aggregate production is redistributed across agents through the income flows.

We define the optimal control problem:

Definition 4 (optimal control in the Aiyagari model) The optimal control problem is to find,
for each f ∈ C2(R+ × R+ × [0, 1]) that satisfies the Kolmogorov forward equation (14, 16) and

t ∈ R+, a number V [f(t, ·)] and a set of controls {y∗(t, k, l), c∗(t, k, l)} ∈ A such that

V [f(t, ·)] ≡ sup
{y∗,c∗}∈A

J [f, y, c] (20)
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subject to the resource constraint functional (19).

The supremum is taken again over a family A of admissible controls.

Necessary conditions. Applying the results of Theorem 3, in order to compute the necessary
conditions of the problem we need the functional derivatives with respect to the distribution and

the controls
δG
δf

= U(c(t, k, l)), δH
δf

= α Yt
Kt
k + (1− α) Yt

Lt
l − y,

δG
δy

= 0, δH
δy

= −f(t, k, l),
δG
δc

= ∂U(c(t,k,l))
∂c

f(t, k, l), δH
δc

= 0,

and thus equations (9) and (10) can be expressed together as a HJB equation

rv(t, k, l) = sup
{y∗,c∗}∈A

U(c(t, k, l)) + λ(t)
[
αzKα−1(t)L1−α(t)k + (1− α)zKα(t)L−α(t)l − y(t, k, l)

]
+
∂v(t, k, l)

∂t
+ (y(t, k, l)− δk − c(t, k, l)) ∂v(t, k, l)

∂k

+µL(l)
∂v(t, k, l)

∂l
+
σ2
L(l)

2

∂2v(t, k, l)

∂l2
,

plus the KF equation (14), the initial distribution (16), the transversality condition limt↑∞ e
−rtv(t, k, l) =

0, and the definition of the resource constraint (19).

A particular case is that of a stationary equilibrium, in which the distribution f(t, k, l) is

stationary (∂f(t,k,l)
∂t

= 0) and there is no dependence with respect to time. We analyze the stationary

equilibrium for the case of U(c) = c1−γ

1−γ , γ ∈ (0, 1), µL(l) = 0 and σ2
L(l) = σ2.

Proposition 5 Assume a distribution ρ(k) that satisfies

∫ ∞
0

kρ(k)dk =
1

2

(
αz

r + δ

) 1
1−α

, (21)

then (a) the distribution f(t, k, l) = ρ(k) is a stationary equilibrium of the problem; (b) the aggregate

capital is K = 1
2

(
αz
r+δ

) 1
1−α ; (c) the Lagrange multiplier λ =

[
(r+(1−α)δ

α
K
]−γ

; and (d) the optimal

controls are c∗ = [r+(1−α)δ]
α

K and y∗(k) = δk + c∗.

Proof. See the Appendix.
Proposition 5 shows the optimal allocation in the case of a stationary equilibrium. There are

infinite distributions that satisfy (21). In the optimal allocation consumption is constant across

households, independently of the household’s capital holdings or of its labor supply. The income

flow is just enough to cover for capital depreciation and consumption, so that there is no change

in the capital of each individual household across time (dkit = 0). Notice that both consumption

and income depend on {α, z, r, δ}, but not on the households’risk aversion γ or the volatility of
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the labor supply σ. The stationary allocation is the same as the deterministic steady-state in the

case of a representative household.

4.2 A monopoly with heterogeneous exhaustible resources

The next example is the case of a monopolist in a model with heterogeneous reserves of an ex-

haustible resource. It extends previous work by Pindyck (1980) and Stiglitz (1976) to a heteroge-

neous setting.

Statement of the problem. There is a continuum of unit mass of “wells”or “mines”of a

commodity indexed by i ∈ [0, 1]. Let xit ≥ 0 denote the commodity reserves at time t in a well i.

Reserves evolve according to the stochastic process

dxit = −qitdt+ σxitB
i
t, (22)

where qit is the rate of extraction at well i and B
i
t is a Brownian motion, σ > 0. Equation (22)

implies that the current stock is known with certainty, but the instantaneous change in the stock

is in part random due to the uncertainty component σxitB
i
t. The extraction rate q

i
t = q(t, xit) ≥ 0

is is an admissible Markov control.

The commodity can be extracted at a cost C(q, x) which depends on the extracted amount and

on the level of stocks. We assume that ∂C(q,x)
∂q

> 0 and ∂C(q,x)
∂x

< 0.

The distribution of reserves is given by the KF equation. Let f(t, x) be the fraction of wells

with reserves x at time t. The distribution dynamics are

∂f(t, x)

∂t
= − ∂

∂x
[−q(t, x)f(t, x)] +

1

2

∂2

∂x2

[
(σx)2f(t, x)

]
,

reflecting how the evolution of the distribution depends on the extraction policy function q(x, t).

The initial distribution of reserves is f(0, x) = ρ(x).

We assume that all the wells are owned by a risk-neutral producer. The producer observes the

market demand for her commodity, D(p), with D′(p) < 0,and has to decide the rate of extraction

q(t, x) in each well given the reserve dynamics (22). The monopolist also chooses the price p(t, x),

given the aggregate demand

p(t, x) = p̄(t) = D−1

[∫ ∞
0

q(t, x)f(t, x)dx

]
,

where D−1(·) is the inverse of D. Even if the monopolist might, in principle, choose different prices
in each well, the centralised market structure forces her to set them all equal.

The producer maximizes total profits
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G [f, q, p] =

∫ ∞
0

[p(t, x)q(t, x)− C(q(t, x), x)] f(t, x)dx.

These profits are discounted exponentially using the discount rate r > 0. The performance func-

tional is

J [f(t, ·), q, p] =

∫ ∞
t

e−r(s−t)
{∫ ∞

0

[p(t, x)q(t, x)− C(q(t, x), x)] f(t, x)dx

}
ds,

and the resource constraint

H [f(t, ·), q, p] = p̄(t)−D−1

[∫ ∞
0

q(t, x)f(t, x)dx

]
.

Necessary conditions. Applying Theorem 3 and introducing the costate λ(t), the necessary

conditions in this case are

rV (t, x) = p∗(t, x)q∗(t, x)− C(q∗(t, x), x)− λ(t)
q∗(t, x)

D′(p)
− q∗(x, t)∂V (t, x)

∂x

(σx)2

2

∂2V (t, x)

∂x2
+
∂V (t, x)

∂t
,

where p∗(t, x) and q∗(t, x) are the optimal controls, and

p∗(t, x)− ∂C(q∗, x)

∂q
− λ(t)

1

D′(p)
=

∂V (t, x)

∂x
, (23)

q∗(t, x)f(t, x) = −λ(t)p̄(t)δ
[
x− x−1(p̄(t))

]
, (24)

where δ(x) is Dirac delta. To obtain (24) we have use the fact that p̄(t) =
∫∞

0
p(t, x)δ [x− x−1(p̄(t))] dx.

In order to obtain the value of the costate we integrate (24)∫ ∞
0

q∗(t, x)f(t, x)dx = D(p) =

∫ ∞
0

−λ(t)p̄(t)δ
[
x− x−1(p̄(t))

]
dx = −λ(t)p̄(t),

so that λ(t) = −D(p̄(t))
p̄(t)

. Therefore, as in the previous example, the problem can be expressed as a

HJB equation

rV (t, x) = max
q
p̄(t) [1− ε(p̄(t))] q(t, x)− C(q(t, x), x)− q(x, t)∂V (t, x)

∂x

(σx)2

2

∂2V (t, x)

∂x2
+
∂V (t, x)

∂t
,

in which the monopolist is applying a price markup equal to the inverse price demand elasticity

ε(p̄(t)) = − D(p̄(t))
p̄(t)D′(p̄(t)) .
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The individual production decision in each well (23) is such that the price minus the markup

(p̄ (1− ε)) equals the marginal extraction costs (∂C
∂q
) plus the scarcity rent (∂V (t,x)

∂x
).

5 Conclusion

This paper introduces the problem of a planner who tries to control a population of heterogeneous

agents subject to idiosyncratic shocks in order to maximize an optimality criterion related to the

distribution of states across agents. If the problem is analyzed in continuous time, the KF equation

provides a deterministic law of motion of the entire distribution of state variables across agents.

The problem can thus be analyzed as a deterministic optimal control in which both the control and

the state are distributions. We provide necessary conditions by combining dynamic programming

with calculus of variations. If a solution to the problem exists and satisfies some differentiability

conditions, we show how it should satisfy a system of PDEs including a generalization of the HJB

equation and a KF equation.

In this paper we provide an analytical solution for the example of social planning in a heterogeneous-

agent economy. Unfortunately, the solution of most problems of interest will require the use of

numerical methods. In this respect, we expect that the application of new numerical techniques

such as the one introduced in Achdou et al. (2013) will allow solving more interesting and complex

problems.
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Appendix: Proof of proposition 5

Proof. We propose as an ansatz to problem (20) the optimal controls c∗(k, l) = c∗ = [r+(1−α)δ]
α

K

and y∗(k, l) = δk + c∗ and the stationary distribution f(t, k, l) = ρ(k), ∀t ∈ R+. The KF equation

in that case is verified:

∂ρ(k)

∂t
+

∂

∂k
{[y∗(t, k, l)− δk − c∗(t, k, l)] ρ(k)} − σ2

2

∂2ρ(k)

∂l2
= 0.

The aggregate capital is

K =

∫ ∞
0

kρ(k)dk.

The first-order conditions are such that

λ =
∂v(k, l)

∂k
,

so v(k, l) = λk + φ(l), with φ ∈ C2([0, 1]), and

λ =
∂U(c(k, l))

∂k
= (c∗)−γ .

The HJB equation results in

r [λk + φ(l)] = U(c∗) + λ
[
αzKα−1L1−αk + (1− α)zKαL−αl − δk − c∗

]
+
σ2

2

∂2φ(l)

∂l2
,

or equivalently,

rλk =
[
αzKα−1L1−α − δ

]
λk,

0 =
σ2

2

∂2φ(l)

∂l2
− rφ(l) + λ

[
(1− α)zKαL−αl

]
+ [U(c∗)− λc∗] .

The first expression can be rearranged as K = 1
2

(
αz
r+δ

) 1
1−α . The second expression is a second-order

ordinary differential equation to find φ(l). Finally, the market clearing condition is∫ ∞
0

(δk + c∗) dk = zKαL1−α,

λ−1/γ = zKαL1−α − δK,

λ =

[
(r + (1− α) δ)

α
K

]−γ
.

Therefore, the ansatz satisfies all the necessary conditions.
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