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Abstract

We study the composition of bank loan portfolios during the transition of the real sec-tor 
to a knowledge economy where firms increasingly use intangible capital. Exploiting 
heterogeneity in bank exposure to the compositional shift from tangible to intangible 
capital, we show that exposed banks curtail commercial lending and reallocate lending 
to other assets, such as mortgages. We estimate that the substantial growth in intangi-

ble capital since the mid-1980s explains around 30% of the secular decline in the share of 
commercial lending in banks’ loan portfolios. We provide suggestive evidence that this 
reallocation increased the riskiness of banks’ mortgage lending.

JEL Codes: E22, E44, G21.

Keywords: corporate intangible capital, bank lending, commercial loans, real estate 
loans.
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Non-technical summary 

 

As the economy becomes more knowledge oriented, the stock of intangible assets held by 

firms—such as intellectual property, human capital, business strategy, and brand equity—

expands relative to traditional tangible assets. Several studies show that firms with more 

intangible assets use less debt. This paper asks whether the lower use of debt in firms with 

intangible assets affects bank lending.  

We use a variety of bank-level and loan-level data for the U.S. to document that the rise of 

intangible assets in firms constrains bank lending to these firms. Reduced opportunities in 

lending to firms with more intangible assets, in turn, induce banks to expand their other assets, 

notably mortgages. As a result, the long-run increase in corporate intangible capital is 

associated with a shift in the composition of bank assets, away from commercial loans and to 

mortgage loans.  

We estimate that the rise of intangible capital since the mid-1980s explains close to 30% of the 

decline in the share of commercial and industrial loans and 12% of the increase in the share of 

residential real estate loans in bank loan portfolios. 

We argue that bank balance sheet reallocation from commercial loans to mortgages has 

important implications for lending efficiency. Firms with intangible assets experience difficulties 

in obtaining credit, especially from weaker banks, which likely constrains their investment. At 

the same time, mortgage lending induced by more intangible assets in the economy is riskier, 

causing higher non-performing loans and lower bank profitability, especially during crises. This 

raises the questions of how policy can facilitate the financing of innovative firms, and ensure 

the soundness of mortgage markets. 

Furthermore, as banks shift from commercial to mortgage loans, the bank lending channel of 

monetary policy may become weaker for firm investment and stronger for household 

expenditure.  
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1 Introduction

U.S. corporate intangible capital has increased dramatically over the past five decades. The

stock of assets such as intellectual property, human capital, business strategy, and brand

equity has tripled since the 1960s, reaching $3.6 trillion by the early 2000s (Corrado et al.,

2009). A growing literature shows that firms with more intangible assets use less debt.1

Yet, little is known about how this lower reliance on borrowed funds affects banks’ asset

allocations. We argue that the rise of corporate intangible capital at the aggregate level

reduces the market for commercial debt and thus the market for bank commercial and

industrial (C&I) loans. In turn, reduced commercial lending opportunities induce banks to

reallocate their lending capacity to non-C&I assets, such as mortgages.

Aggregate trends for the U.S. economy are strikingly consistent with this story. Over the

thirty-year period between 1984 and 2016, as corporate intangible capital grew from 30%

to over 100% of tangible assets,2 the composition of bank loan portfolios shifted away from

C&I loans and towards real estate loans: the share of C&I loans in total loans fell by a

third, while the share of real estate loans more than doubled (Figure 1). Bank C&I lending

declined not only relative to the size of the banking sector, but also relative to firms’ total

stock of capital as it shifted towards greater intangible capital intensity (Figure A1).3

Our goal is to show that these trends in the composition of bank portfolios are driven by

the rise in corporate intangible capital and do not simply reflect other economic developments

over the same time period, such as higher mortgage demand, innovations in securitization, or

deeper bond markets. To this end, we exploit heterogeneity in bank exposure to intangible

capital growth across metropolitan statistical areas (MSAs) and examine changes in bank

loan portfolios when local firms invest more in intangible capital. If a rise in intangible

capital implies fewer commercial lending opportunities, then the decline in C&I loan growth

should be more pronounced for banks operating in MSAs where the increase in intangible

capital is greater.

1See, e.g., Hart and Moore (1994); Bates et al. (2009); Rampini and Viswanathan (2013); Döttling and
Perotti (2016); Falato et al. (2018), and Sun and Xiaolan (2019).

2According to a measure conceptually similar to Corrado et al. (2009) but constructed at the firm level
from financial statements of public firms by Falato et al. (2018).

3In fact, bank C&I lending declined moderately even relative to GDP (Figure A1).
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Using comprehensive data on bank balance sheets from the U.S. Call Reports over 1984–

2016, we show robust empirical evidence that banks facing an increase in local intangible

capital (“exposed banks”) curtail C&I lending, controlling for time-varying bank charac-

teristics and variables that capture MSA-level demand for bank loans. The estimates are

not only statistically significant but also economically meaningful. One standard deviation

increase in local intangible capital growth is associated with one percentage point decline in

bank C&I loan growth (close to 13% of the sample mean).

Next, we examine the impact of fewer commercial lending opportunities on the non-C&I

part of bank balance sheets. If banks face limits on raising capital or other funding, they are

likely to reallocate their spare lending capacity to assets other than C&I loans that previously

were rationed out as less profitable (Chakraborty et al., 2018). Indeed, we find that banks

exposed to a rise in intangible capital do not shrink their balance sheets, rather they grow

non-C&I assets, including real estate loans. We estimate that the rise of intangible capital

since the mid-1980s explains close to 30% of the decline in the share of C&I loans and 12%

of the increase in the share of residential real estate loans in bank loan portfolios.

A key ingredient in our baseline empirical analysis is banks’ exposure to local intangible

capital growth. We construct this measure using two key ingredients: industry-level data

on intangible capital growth and MSA-level industry employment shares as a proxy for in-

dustrial structure at the MSA-industry level. The MSA refers to the bank’s headquarters

location. This measure of intangible capital has two important advantages in our empirical

setting. First, the industry-level data captures intangible capital investment across all estab-

lishments in the U.S. By capturing all firms, the measure is well suited for matching banks

and firms on location given that small firms borrow predominantly from local banks. Second,

this measure is plausibly exogenous to local bank lending shocks as it is constructed using

national industry-level intangible asset growth rates and lagged MSA-level industry compo-

sition. Thus, by construction, this measure alleviates potential reverse causality concerns

that a reduction in bank C&I loans induces local firms to invest more in intangible capital,

generating a spurious negative correlation. We show that the baseline results are robust

to alternative measures of bank exposure to intangible capital that (a) capture the entire

geographic distribution of a bank’s operations, and (b) use deeper lags of industry shares,
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including as of 1975 (preceding our sample period). Remarkably, the alternative measures

deliver results that are virtually identical in economic magnitude to our baseline results.

Taken together, our results provide robust evidence that exposed banks reduce commercial

lending and expand into other types of lending, including real estate. These results are

consistent with our hypothesized relationship between bank lending and the limited use of

debt by firms with intangible capital. That said, a potential alternative interpretation of the

evidence is that the effect of intangible capital on the composition of bank loan portfolios is

driven by a “real estate crowding-out channel” rather than the lower use of debt in firms with

intangible capital. Chakraborty et al. (2018) document this channel by showing that banks

exposed to buoyant housing markets reduce commercial lending. In our setting, more R&D-

intensive firms may attract a high-skill workforce with higher incomes and greater mortgage

demand, which in turn results in a contraction of C&I portfolios. Not controlling for local

mortgage demand could then overstate the importance of the intangible capital channel.

Therefore, to better isolate our channel we conduct three additional analyses using microdata

on loans to businesses and households. The loan-level data allow us to carefully control for

the real estate crowding-out channel using borrower-MSA×year fixed effects (in the spirit of

Khwaja and Mian (2008)), which absorb time-varying local loan demand, including mortgage

demand, in the borrowers’ locations.

We test the relationship between corporate intangible capital and bank commercial lending

at the loan level using data on syndicated loans to large firms (from DealScan) and loans

to small firms (from the U.S. Small Business Administration, SBA). These data have a

number of useful features beyond the ability to control for local demand. Chief among

these is the fact that they contain information not only on loan volumes, but also on loan

spreads and maturity. Examining the effects of intangible capital on the price and nonprice

terms of lending allows us to shed some light on the mechanisms behind our results. If the

decline in C&I loans stems from collateral-related financial frictions in firms with intangible

assets, such firms should experience worse lending terms, for instance, higher spreads and

shorter maturities. By contrast, if intangible capital reduces firms’ demand for external

funds, we would observe improved lending terms for firms with intangible capital. For both

large and small firms, more intangible capital is associated with smaller loans—a result
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that confirms our main conjecture on the negative link between intangible capital and bank

commercial lending—as well as worse lending terms. These findings suggest an important

role for collateral-related frictions in lending to intangible capital firms.

Next, we use loan-level data collected by U.S. supervisory agencies under the Home Mort-

gage Disclosure Act (HMDA) and test the link between corporate intangible capital and

banks’ mortgage lending. Here, too, we leverage the granular data and include borrower-

MSA×year fixed effects to absorb local real estate demand. An additional benefit of the

HMDA data is that we observe mortgages granted by the same bank to borrowers in multi-

ple MSAs. As a result, we can examine how a bank’s exposure to intangible capital in one

MSA affects its mortgage lending decisions in other locations. This strategy allows us to

separate the MSAs where banks are exposed to intangible capital and real estate demand

shocks from the MSAs where they extend mortgages, therefore mitigating concerns that our

results are confounded by the real estate crowding-out channel.

We find that banks experiencing higher intangible asset growth in their headquarters MSA

increase mortgage loan volumes and acceptance rates in other MSAs. This result reinforces

our baseline finding that bank reallocation to non-C&I lending is driven by intangible capital

rather than higher real estate demand. If intangible asset growth in the headquarters MSA

affected banks through higher mortgage demand in that MSA, then banks would try to

meet that demand by directing their spare lending capacity toward their headquarters MSA

and away from other MSAs.4 Instead, the results are consistent with our conjecture that

intangible capital in bank headquarters MSA reduces commercial lending opportunities in

that MSA, and induces banks from that MSA to reallocate funds elsewhere.

Our results raise questions about the economic efficiency implications of reduced bank

lending to firms with intangible capital. A decline in commercial lending that stems from

firms’ lower demand for external funds is efficient. But a decline in lending that is due to

collateral-related frictions can hinder firm investment. Our finding that firms with intangible

capital experience worse price and nonprice terms of lending lends support to the financial

frictions channel over the credit demand channel. To shed more light on this question,

4Cortés and Strahan (2017) show, for instance, that banks respond to positive local credit demand shocks
by reallocating capital from other markets to meet the additional credit demand.
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we exploit cross-sectional heterogeneity in bank constraints, proxied by bank capital, size,

dividend payout ratio, access to internal capital markets, and regulatory restrictions. We

find that the negative effect of intangible capital on C&I lending is relatively stronger for

more constrained banks, consistent with the financial frictions channel.

Finally, we examine the impact of banks’ reallocation to real estate lending on the risk-

iness of their mortgage portfolios and explore the broader implications for overall bank

performance. As the spare lending capacity generated by fewer commercial lending opportu-

nities induces banks to seek new opportunities in the mortgage market, banks start lending

to more marginal borrowers. Consistent with the notion that lending standards are lower

for marginal borrowers, we show in bank-level data that real estate lending becomes ex-ante

and ex-post riskier, with larger loan-to-income (LTI) ratios and non-performing loan (NPL)

ratios, and less profitable, in response to higher intangible capital. These adverse impacts

on mortgage portfolios extend to overall balance sheet performance through higher NPLs

and lower return on assets (ROA). These results provide suggestive evidence that the rise

in intangible capital over the past thirty years has reduced lending efficiency from the view-

point of the commercial bank: the reallocation induced by intangible capital has increased

risk-taking in mortgage lending and has made bank balance sheets riskier and less profitable.

While the external finance frictions associated with intangible capital have been studied

extensively from the firms’ side (Bates et al., 2009; Hart and Moore, 1994; Rampini and

Viswanathan, 2013; Falato et al., 2018), to our knowledge, this is the first paper to document

the effects of such frictions on the composition of bank lending. In doing so, our paper

provides an empirical counterpart to the emerging theoretical literature on the effects of

corporate financial capital on financial intermediation and economic efficiency. Döttling

and Perotti (2016) develop a general equilibrium model where banks increase household

lending in response to lower loan demand from firms with intangible capital. We confirm

their prediction that intangible capital induces banks to lend to households, but our results

point to external finance frictions rather than loan demand as the dominant channel behind

lower commercial lending. Caggese and Perez-Orive (2017) show that intangible capital

investment by firms that lack external funds may be constrained by low collateral values of

intangible assets. Our results on lending volumes and terms for firms with intangible capital
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are consistent with frictions in the external financing of intangible capital.

Our findings offer a new perspective on the long-term shift from commercial to real estate

lending in the U.S. banking sector. This trend so far has been explained by developments in

housing markets and the growth of securitization. Loutskina and Strahan (2009) show that

deeper secondary markets for securitized mortgages increase banks’ willingness to originate

illiquid loans, raising mortgage supply. Chakraborty et al. (2018) show that banks exposed

to buoyant housing markets reduce the supply of commercial loans and increase the supply

of mortgage loans, with negative effects for the real economy. We add to these studies

an additional explanation, that greater use of intangible capital in the real sector induces a

decline in bank commercial lending and a subsequent reallocation of lending capacity towards

other assets, notably mortgages. In this way, the rise in intangible capital contributes to the

expansion of real estate lending through a portfolio reallocation mechanism. Our paper is the

first to empirically document the impact of the knowledge economy on mortgage markets.

2 Literature Review and Hypothesis Development

There is growing evidence that firms’ investment in intangible assets has grown signifi-

cantly over the past five decades. In a seminal paper, Corrado et al. (2009) undertake the

most comprehensive approach to date to measuring aggregate intangible capital in the U.S.

economy—based on capitalized past investments in intangible assets—and show that the

share of aggregate intangible capital stock increased three-fold relative to tangible capital

during 1973–2003, reaching an estimated $3.6 trillion, or 50% of the tangible capital stock by

2003. Corporate finance studies use financial statements of public firms in the U.S. to build

firm-level measures of intangible capital (Lev and Radhakrishnan, 2005; Eisfeldt and Pa-

panikolaou, 2013; Peters and Taylor, 2017) and document a steep upward trend in aggregate

intangible capital (Falato et al., 2018).

Firms with more intangible assets have been shown to use less debt and to finance them-

selves with equity and retained earnings instead (Carpenter and Petersen, 2002; Brown et al.,

2009; Bates et al., 2009; Brown et al., 2013; Falato et al., 2018). The literature offers two

explanations for this behavior. One explanation is that intangible assets have relatively low
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collateral values, exacerbating frictions in debt financing (Bates et al., 2009; Hart and Moore,

1994; Rampini and Viswanathan, 2013; Falato et al., 2018). Indeed, intangible assets are

often firm-specific and more difficult to value and liquidate than tangible assets. For exam-

ple, the value of a partially-developed technology is likely to be intrinsically linked with the

human capital of the researchers who work on it. Should a bank take over this asset and try

to sell it on the market, it would likely recoup only a very small fraction of its original value.5

While some intangible assets, notably patents, can be used as collateral, as discussed, for

example, in Mann (2018) and Loumioti (2012), this practice is not yet widespread, suggest-

ing that the collateral value of intangible assets is significantly lower than that of similarly

productive tangible assets.6 Another explanation is that firms with intangible assets may

have lower demand for external funds. This may be the case when the production of intan-

gible assets uses human capital that is remunerated with delayed compensation, reducing

the need for upfront cash outlays (Döttling and Perotti, 2016; Sun and Xiaolan, 2019).

Our paper focuses on the how the lower use of debt by firms with more intangible assets

affects the composition of bank’ portfolios. In our baseline analysis, we do not take a stand

on the exact mechanism behind the relationship between intangible capital and debt. Put

differently, we test whether a technological trend that increases the use of corporate intangible

assets dampens bank lending to firms. Later, in Sections 5 and 6.1, we present suggestive

evidence on the relative importance of the two channels discussed above in explaining our

baseline results. This leads us to our first baseline empirical hypothesis:

Hypothesis 1: An increase in the share of intangible assets in firms’ capital reduces the

equilibrium volume of bank C&I lending.

5Collateral facilitates financial intermediation by limiting the agency problems associated with asymmetric
information and the inalienability of human capital (Bester, 1985; Chan and Thakor, 1987; Hart and Moore,
1994) and facilitating the enforcement of repayment (Rampini and Viswanathan, 2013). Consequently, credit
is cheaper and more abundant when collateral is readily available. This phenomenon is evident in real estate
finance markets, where standardized mortgage loan terms (both volumes and interest rates) are available for
a wide variety of households. Overall, the literature suggests that collateral reduces agency costs in lending
in a way that cannot be replicated by other means, such as enhanced borrower screening or monitoring (see,
e.g., Berger and Udell (1990), Rajan and Winton (1995), and Rampini and Viswanathan (2013)).

6For bank lending, frictions are amplified by limited regulatory recognition of intangible collateral, which
is related to difficulties in its valuation and verification. See “Banks eye intangible assets as collateral” in
Financial Times (June 11, 2012).
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A contraction in commercial lending opportunities may in turn affect other components of

bank balance sheets. Banks are usually constrained in raising capital and other funding, and

hence in their lending capacity. This premise is standard in the literature, and underpins,

for example, the bank lending channel of monetary policy (Kashyap and Stein, 2000; Kishan

and Opiela, 2000). When banks are constrained, a reduction in their commercial lending

generates spare lending capacity, which banks can reallocate to other assets. The argument

that capital- and lending-constrained banks are more likely to adjust their asset allocation

than their size was developed in Chakraborty et al. (2018). They document that banks with

profitable real estate lending opportunities reduce commercial lending. Our paper highlights

a mirroring channel. Banks facing fewer commercial lending opportunities due to a rise in

the share of intangible assets in firm’s capital, increase their non-C&I assets. This idea

generates our second empirical hypothesis:

Hypothesis 2: An increase in the share of intangible assets in firms’ capital increases the

equilibrium volume of bank non-C&I assets.

Empirically testing Hypotheses 1 and 2 forms the core of our analysis. These hypotheses

are consistent with the aggregate trends depicted in Figures 1–2, which show that the secular

rise in intangible capital has been accompanied by a bank balance sheet reallocation from

commercial lending towards real estate lending. To establish a causal link between the rise

of intangible capital and the composition of bank loan portfolios, our empirical strategy

exploits cross-sectional variation in bank exposure to intangible capital. We examine how

bank lending portfolios change in response to intangible capital growth in the MSAs where

banks operate, while controlling for aggregate trends with year fixed effects. Furthermore,

we conduct the analysis in multiple data sets to empirically test the hypotheses at different

granularity levels.

3 Measuring Corporate Intangible Capital

A key ingredient in our empirical analysis, and the main explanatory variable in most em-

pirical specifications, is the growth rate of MSA-level intangible capital. We construct this
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measure using two ingredients: industry-level intangible capital estimates from the Bureau

of Economic Analysis’ (BEA) Fixed Assets data and MSA-level industry employment shares

from the Bureau of Labor Statistics’ (BLS) Quarterly Census of Employment and Wages.

The BEA calculates industry-level intangible capital based on capitalized private expendi-

ture on scientific R&D, software, and artistic originals. The BEA measure does not account

for organizational capital and product innovation, two fast-growing types of intangible assets,

and hence is narrower than the aggregate measure in Corrado et al. (2009). Consequently,

relative to the estimates from Corrado et al. (2009), the BEA measure has lower but still

sizable levels and growth rates of intangible capital. According to this measure, the stock of

intangible capital doubled from 10% of tangible assets in the late 1970s to 20% in 2016, as

shown in Figure 2.7 The fact that the BEA measure underestimates the level of intangible

capital compared to more comprehensive measures suggests that our estimates are conserva-

tive and provide a lower bound for the impact of intangible capital on bank lending. While

the BEA measure is narrower than other measures, it has the advantage that it captures

intangible capital investment across all establishments in the U.S. Therefore, this measure is

well suited for the geographic matching of banks and firms in our analysis given that small

firms borrow predominantly from banks located within 5 miles of their headquarters (Amel

and Brevoort, 2005; Agarwal and Hauswald, 2010; Brevort et al., 2010).

To measure geographic variation in intangible capital growth, we weigh BEA industry-level

intangible capital growth by MSA-level industry employment shares. Our baseline measure

of MSA-level intangible capital growth therefore is:

IKlt =
∑
j∈Jl

[
sjlt−kIK

BEA
jt

]
(1)

7Corrado et al. (2009) identify categories of aggregate expenditures, such as R&D expense, that are likely
to be investments in intangible capital, and use a variety of data sources to measure and capitalize such
investments to produce estimates of aggregate intangible capital. Of the total intangible capital stock in the
2000s, 49% is knowledge capital (accumulated R&D), 37% is organizational capital (accumulated economic
competencies), and 14% is IT capital (software and computerized information). Knowledge capital can
further be decomposed into scientific R&D and product innovation. During 1973–2003, the fastest growing
categories of intangible assets were product innovation, computerized information, and organizational capital.
According to the breakdown provided in Table 2 of Corrado et al. (2009), the BEA measure we use is closest
to “scientific innovative property,” which accounts for about 25% of total intangible capital, or equivalently,
about 12.5% of tangible capital in 2003 (the last year for which estimates are provided).
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where l indexes areas (MSAs), j indexes industries, and t indexes years. The first term

in brackets is the employment share of industry j in area l in year t − k from the BLS.

The second term is the industry-level growth of the ratio of intangible capital to tangible

capital (equipment and structures) from the BEA. Industries are based on the three-digit

NAICS classification. In the baseline analysis, we use time-varying employment shares that

are lagged three years, i.e., k = 3. We settle on a three-year lag to balance endogeneity and

measurement concerns. On the one hand, lagged employment shares make the MSA-level

intangible capital measure plausibly exogenous to local economic conditions. On the other

hand, a lag of only three years ensures that our measure of local intangible capital is still

sufficiently well correlated with current local intangible capital.8

The level and growth of intangible capital show substantial geographic variation. Figure

3 depicts the distribution of intangible capital, showing end-sample levels (top panel) and

average growth rates across MSAs (bottom panel). The end-sample (2016) intangible-to-

tangible capital ratio has a median of 15% with a standard deviation of 5.6%. The top

10% of MSAs have an intangible-to-tangible capital ratio of over 23%. Locations in this

category include traditional innovation centers in California (such as San Francisco and San

Jose-Santa Clara), the Pacific Northwest (Seattle WA), and the Northeast (Boston MA).

This category also includes some former agriculture and transportation-based communities

that transitioned to being manufacturing hubs (Montgomery AL), innovation and corporate

centers (Denver CO), and education and healthcare centers (Nashville TN).9

The average growth rates of intangible capital in the cross-section of MSAs, depicted in

panel (b), have a median of 1.6% with a standard deviation of 1.1%. The top 10% of MSAs

have intangible capital growth rates of over 2.9% over the sample period. The figure shows

8In Section 4.5 we show that our results are robust to using MSA-level measures of intangible capital
that employ deeper lags of local industry shares.

9The ranking of MSAs by level of intangible capital closely corresponds to the ranking of MSAs by
concentration of STEM jobs and education attainment of the workforce in two recent Bloomberg articles
(Cannon et al., 2015; Del Guidice and Lu, 2019). In the sample of MSAs for which we have data from
Bloomberg indexes, more than half of the top 25% MSAs ranked by the Bloomberg articles are also in the
top 25% highest intangible capital MSAs. Additionally, using the list of high-tech industries from Loughran
and Ritter (2004), we find that the average share of employment in these industries in the top quartile of
MSAs by our measure of intangible capital (which is close to 20%) is more than double that in the bottom
quartile of MSAs. This pronounced overlap of our intangible capital measure with measures of innovation
and technology suggests that our measure truly captures differences across MSAs in the use and intensity of
intangible capital.
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that many areas that grew at a sustained rate over the past thirty years are in fact among

the highest MSAs by intangible capital intensity today. The rankings of MSAs by intangible

capital growth and level have a rank correlation of 0.53 (or 0.7 in a more homogenous sample

of MSAs with population over 500,000 people). The correlation is not perfect since several

high-growth MSAs, including former agricultural MSAs, started at low levels of intangible

capital and are still to reach the intangible capital frontier. For example, Fargo ND, Olympia

WA, and Vallejo CA are all in the top 10% of MSAs based on average intangible capital

growth, but are closer to the median of the end-sample level distribution. We exploit the

significant geographic variation in intangible growth rates to pin down the link between

intangible capital and bank lending in our empirical analysis.

We also employ a firm-level measure of intangible capital from Falato et al. (2018) that is

constructed from the financial statement data for public firms in Compustat. This firm-level

measure computes intangible capital, for each firm-year, as the sum of capital accumulated

through three types of intangible investments identified in Corrado et al. (2009): knowledge

capital, organizational capital, and informational capital.10 In the cross-section of firms, the

intangible capital measure of Falato et al. (2018) is on average 36%. This is greater than

the average of 14.2% for our baseline BEA measure as it includes estimates of organizational

capital and is based on the data from large public firms. Both measures exhibit significant

growth over 1984–2016 (the time-series correlation between the two variables in growth rates

is close to 0.4), but the Compustat measure has a steeper trend than the BEA measure,

suggesting that intangible capital grew even more in publicly-listed firms (Figure 2). We use

the firm-level intangible capital measure in Section 5.1.1.

4 Intangible Capital and Bank Lending

This section presents our baseline analysis of the impact of intangible capital on bank lending.

We study (i) how a bank’s commercial lending responds to changes in intangible capital in

the areas where the bank operates and (ii) how this response affects the rest of the bank’s

10This approach is necessary because firms typically report investments in intangible assets as current
expense, therefore capital that is created by such investments is not captured on firms’ balance sheets
(except patents and post-merger goodwill).
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balance sheet, specifically, total assets and non-C&I assets. We describe the data, the

econometric specification, and our baseline findings. Then, we subject the baseline analysis

to two refinements: (i) we examine alternative measures of bank exposure to intangible

capital that define a bank’s area of operations from the spatial distribution of its activities

(rather than the MSA of its headquarters); and (ii) we use alternative measures of intangible

capital based on deeper lags of employment shares.

4.1 Bank Balance Sheets and Macro Data

For the main analysis, we use bank-level data on C&I loans and other balance sheet compo-

nents from the U.S. Call Reports. We use data that reflect banks’ domestic operations and

restrict the sample to commercial banks. C&I loans are defined as loans for commercial and

industrial purposes to sole proprietorships, partnerships, corporations, and other business

enterprises. This category excludes loans secured by real estate (classified as “real estate

loans”), agricultural loans, and personal consumer loans. We capture a bank’s area of opera-

tions with its headquarters location. The bank-level panel starts in 1984 to ensure continuity

in the definitions of key variables such as C&I loans and total equity. The baseline sample

includes about 7,800 commercial banks with headquarters in 271 MSAs during 1984–2016.11

Table 1 reports key descriptive statistics. The average bank in the sample has about

$70 million in assets and the distribution of bank size is highly skewed with a few large

banks. Commercial loans stand at about 12% of bank assets on average and real estate

loans represent over one-third of total bank assets. Over the sample period, commercial

loans grew at an average annual rate of about 6.5%, whereas real estate loans grew on

average substantially faster at 9.4% per year.

We also employ a broad set of MSA variables to capture local macroeconomic conditions

that can affect banks’ lending decisions. These variables are household income and popu-

lation from the U.S. Census; house prices, based on the all-transactions seasonally-adjusted

house price index from the Federal Housing Finance Agency, and average sales growth and

market-to-book ratio of firms in Compustat by MSA as measures of local business conditions.

11See Data Appendix A-II for details.
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4.2 Empirical Strategy

We estimate the baseline specification for three dependent variables: banks’ commercial

loan growth, total asset growth, and non-C&I asset growth. Our hypotheses from Section

2 predict that higher growth of intangible capital leads to a decline in banks’ commercial

lending and an expansion of their non-C&I assets. We take these predictions to the data by

estimating the following empirical model:

Yit = αt + β1IKit + β2Xit + β3Zit + εit, (2)

where banks are indexed by i and years by t. Yit is each of the three dependent variables

considered. IKit is the growth rate of intangible capital to which the bank is exposed, as

defined in Section 3. Xit is a matrix of macro controls for economic conditions in the bank’s

area of operations that may directly impact the demand for bank credit: house prices, per

capita income, population, and firm sales growth and market-to-book ratio. Zit is a matrix

of bank controls: bank size (log-total assets) and capital ratio (total equity divided by total

capital), both lagged by one year. All specifications include year fixed effects αt to control

for shocks that are common to all banks in each year. All variables except bank size, bank

capital, and firm market-to-book ratio are expressed as yearly growth rates. By estimating

a specification in changes, we exploit within-bank variation and hence control for time-

invariant bank heterogeneity. Finally, the specifications for banks’ C&I loans and non-C&I

assets control for bank asset growth. Therefore, the estimates can be interpreted as the

growth of the shares of these balance sheet components in total assets. Standard errors are

clustered at the bank level.12

The coefficient of interest, β1, captures the effect of corporate intangible capital growth

on the three outcomes of interest: bank commercial loan growth, total asset growth, and

non-C&I asset growth. Our hypotheses predict that β1 < 0 for commercial loan growth and

β1 > 0 for non-C&I asset growth. The baseline analysis covers the 1984–2016 period and

we drop the years between 2008 and 2010 to exclude shocks to bank lending associated with

12In Tables A2 and A5, we examine the sensitivity of our results to alternative specifications that drop
total balance sheet growth as a control variable and to alternative clustering approaches.
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the global financial crisis.13

4.3 Baseline Results

Table 2 presents the baseline results. In Columns 1–4, the dependent variable is C&I loan

growth. We first show the bivariate specification that only includes local intangible capital

growth as an explanatory variable (Column 1), then add MSA- and bank-level controls

(Column 2), and then add year fixed effects (Column 3). Columns 4–6 present the main

specifications for the three dependent variables: C&I loan growth, total bank asset growth,

and non-C&I asset growth. These specifications include the full set of macro controls, year

fixed effects, as well as bank total asset growth in Columns 4 and 6.

The first set of results shows that banks experiencing higher growth in corporate intangible

capital have lower commercial loan growth, and the coefficient estimate is statistically sig-

nificant at conventional levels (Columns 1–4). The magnitude of the coefficient in consistent

across specifications and suggests high economic significance. Using estimated coefficients

from the full specification in Column 4, a one standard deviation increase in intangible cap-

ital growth is associated with a decline in the growth rate of bank commercial loans of 0.8

percentage points, or close to 13% of the sample average annual growth in C&I loans. A

back-of-the-envelope calculation suggests that close to 30% of the decline in C&I lending over

the sample period (1984–2016) can be explained by changes in intangible capital.14 Given

that our measure of intangible capital does not capture product innovation and organiza-

tional capital—which likely rose faster than other components of intangible capital (Corrado

et al., 2009)—the 30% estimate can be interpreted as a lower bound for the true impact of

intangible assets on commercial lending.

Next, we examine the effects of a rise in intangible capital on other bank balance sheet

components. The results in Columns 5 and 6 of Table 2 indicate that exposed banks do

13In Table A3, we show that the baseline results are robust to including the crisis years.
14We obtain this estimate as follows. Our measure of intangible capital increased at an annual rate of

1.8% in the time series over 1984–2016. Using the coefficient estimate of −0.2107 from Column 4 of Table 2,
we infer that −0.2107 × 1.8% = −0.4% is the predicted growth in C&I lending due to changes in intangible
capital. Given that C&I lending shrank at an annual average growth rate of –1.3% over the period, we have
that the portion of C&I lending decline explained by intangible capital growth is −0.4%/ − 1.3% = 0.2897
or close to 30%.
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not reduce the size of their balance sheets, but instead grow their non-C&I assets. These

findings are consistent with Hypothesis 2 of Section 2, according to which banks that face

capital and lending constraints respond to a reduction in commercial lending opportunities

by reallocating their lending capacity to other assets rather than shrinking.

The estimated coefficients on the macroeconomic controls have expected signs. Banks’

total assets grow faster in response to better local economic conditions, as measured by

faster house price, per capita income, population, firm sales growth, and firm market-to-

book ratio. Controlling for bank total asset growth, C&I loans respond more to house price

and income growth, whereas non-C&I assets respond more to population growth and firm

market-to-book ratio. In addition, C&I loans grow slower in larger banks, which might be

less well suited for information-sensitive lending (Berger et al., 2005b), but faster in better-

capitalized banks, with greater lending capacity.

We conduct a range of tests to verify that the baseline results in Columns 4–6 of Table

2 are robust to alternative specifications and refinements. In Table A5 we show that the

results are unchanged if we include the global financial crisis years (2008–2010). In Table

A4 we show that our findings are robust to including bank and MSA fixed effects—a very

demanding test as our baseline specification from Equation 2 is estimated in growth rates

and thus removes time-invariant bank and MSA heterogeneity. In Table A7 we show that

our results are also robust to clustering on bank and year (Columns 1–3), MSA (Columns

4–6), and MSA and year (Columns 7–9). Under all alternative clustering approaches, the

coefficient on intangible capital growth maintains levels of statistical significance that are

similar to the baseline results.

4.4 Results using Banks’ Geographic Footprint

In the baseline analysis, we define a bank’s area of operations as its headquarters MSA and

use intangible capital growth in that MSA as the key explanatory variable. This approach

assumes that banks are significantly exposed to loan demand from firms in their headquar-

ters MSA. However, after the removal of geographic restrictions on inter- and intra-state

banking activities in 1994 and the subsequent acceleration in bank consolidation (Jayaratne
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and Strahan, 1996; Berger et al., 1999), banks may have become more exposed to shocks

originating outside their headquarters MSA. To allow for this possibility, we construct a

measure of exposure to intangible capital that is based on each bank’s entire geographic

footprint.

We capture the bank’s area of operations from the distribution of its deposit-taking or

mortgage lending activities across MSAs. Data on deposit balances at the branch level for

all banks in our sample come from the Federal Deposit Insurance Corporation’s (FDIC) Sum-

mary of Deposits. Loan-level data on bank mortgage lending with information on borrower

location are collected by the Federal Financial Institutions Examinations Council (FFIEC)

under the provisions of the HMDA. These data cover the near-universe of mortgage loan

applications and originations for U.S. mortgage lenders (except for institutions with assets

below $30 million). We add up deposit volumes, mortgage origination volumes, and the num-

ber of mortgage applications at the MSA level to obtain a measure of each bank’s geographic

footprint across the MSAs where it has deposit-taking and mortgage lending activities. The

resulting alternative measures of bank exposure to intangible capital growth are given by:

IKit =
∑
l∈L

[ωiltIKlt] (3)

where i indexes banks, l indexes MSAs in which bank i operates, and t indexes years. The

first term in brackets is MSA l’s share in a bank’s total deposit-taking (by volume) or

mortgage lending (by the number or by the volume of applications) in year t. The second

term is the MSA-level intangible capital growth computed as in Section 3. These alternative

measures reflect the spatial distributions of bank activities and therefore vary across banks,

including across banks with headquarters in the same MSA.

Table 4 reports the results. Across all three alternative measures of intangible capital, the

results are similar to the baseline analysis in Table 2 in terms of statistical and economic

significance. These findings suggest that the headquarters-based baseline measure of a bank’s

area of operations captures well that bank’s exposure to changes in intangible capital.
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4.5 Ruling out Reverse Causality

A potential concern about the baseline results is reverse causality: intangible capital invest-

ment by firms may depend on local banks’ supply of commercial loans. The intuition is as

follows. Consider banks that reduce their commercial lending for some exogenous reason.

Lower credit supply would induce firms to invest more in intangible assets if such assets were

less external-finance dependent. Such reverse causality would generate a negative relation

between commercial lending and intangible capital, but for reasons that are different from

our hypothesized mechanism. Alternatively, if banks primarily curtail unsecured commercial

lending, firms may disproportionately reduce their investment in intangible assets, as they

lack collateral value. In this case, there would be a positive association between commercial

lending and intangible capital, which would work against us finding significant results.

Our baseline analysis is largely immune to this concern given that local intangible capital

growth is computed using local industry composition with a lag of three years, and industry-

level intangible capital growth rates at the national level. To rule out any residual reverse

causality concerns, we examine whether our results hold for measures of intangible capital

that use alternative lags of industry employment shares. Specifically, we construct measures

of intangible capital as in Equation 1, but using shorter (one year) or deeper (five and ten

years) lags of employment shares. We also construct a measure of intangible capital using

employment shares from 1975, the first year for which employment data are available from

the BLS. As the latter measure is based on employment shares fixed at their values ten years

prior to the start of our sample period, we view the results using 1975 shares as best suited

to rule out reverse causality concerns.

Table 3 reports the results. For all lags, the effects of intangible capital growth on bank

lending are very close to the baseline results in Table 2 in terms of both statistical and

economic significance. If anything, the point estimates for the shorter (one-year) lag are

somewhat smaller than in the baseline specifications, suggesting that the reverse causal-

ity from banks’ commercial lending to intangible capital growth, which should be more

pronounced for shorter lags, works against our results by attenuating the coefficient on in-

tangible capital growth. For all the deeper lags considered, even for the employment shares

fixed at their 1975 value, the point estimates are very close to those in the baseline. These
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results are consistent with the geography of industry composition being highly persistent, as

documented in Autor and Dorn (2013). We conclude that the baseline three-year industry

employment share lag is well suited to address reverse causality concerns and continue to

use the corresponding intangible capital measure in subsequent analysis.

5 Evidence from Loan-Level Data

Our baseline analysis documents a statistically significant and economically sizable negative

relation between local intangible capital and commercial lending. Furthermore, banks offset

the reduction in commercial lending by increasing their investment in other assets. These

results are consistent with our hypotheses in Section 2 on how bank lending adjusts to the

limited use of debt by intangible capital firms. In this section, we examine these hypotheses

in more granular loan-level data on syndicated lending to large firms, small business lending,

and mortgage lending to households. Analysis of loan-level data allows us to enhance our

empirical approach along several key dimensions.

First, we can match banks and firms directly on the basis of individual lending relation-

ships, as opposed to bank and firm locations as in the baseline analysis. This approach is

particularly relevant for large firms that are more likely to borrow from banks located outside

their headquarters MSA.

Second, loan-level data allow us to exploit variation in intangible capital across borrowers

within the same MSA. By doing so, we control for the possibility that our results reflect the

crowding-out of bank commercial lending by rising local real estate demand—a real estate

crowding-out channel. Chakraborty et al. (2018) show that buoyant housing markets induce

banks to increase mortgage lending and reduce commercial lending, with negative effects

for firm investment. In our setting, growth in the local share of firms with more intangible

capital may attract a different, better paid workforce, leading to stronger mortgage demand,

in turn generating a bank balance sheet reallocation that we would spuriously attribute to

intangible capital. In the baseline analysis we control for plausible drivers of MSA-level real

estate demand such as growth in household income, employment, and house prices. Loan-

level data allow us to more carefully control for the real estate crowding-out channel by
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estimating lending specifications with borrower-MSA×year fixed effects, similar to Khwaja

and Mian (2008), Schnabl (2012), and Jiménez et al. (2017).

Third, loan-level data contain information not only on loan volumes, but also on loan

spreads and maturity. Examining the effects of intangible capital on the price and nonprice

terms of lending allows us to shed some light on the mechanisms behind our results. If

the decline in commercial lending stems from collateral-related frictions, firms with more

intangible capital should experience worse lending terms. Indeed, low-collateral loans are

riskier (Berger and Udell, 1990; Strahan, 1999), which should lead to higher loan spreads.

Also, banks prefer to extend risky loans at shorter maturities, as more frequent refinancing

events gives them more control over firms’ decisions, helping ensure loan repayment (Rajan

and Winton, 1995). By contrast, if the decline in commercial lending stems from lower loan

demand from intangible capital firms, we expect banks to incentivize firms to borrow by

offering lower loan rates and longer maturities.15

We start by showing that firms with more intangible assets receive loans that are smaller

and have worse price and nonprice terms compared to loans granted in the same year to

other firms in the same MSA. We show this result in data on syndicated loans to large firms

(Section 5.1.1) and in data on small business loans (Section 5.1.2). Then we present loan-

level evidence on bank reallocation to non-C&I assets—banks exposed to higher corporate

intangible asset growth in one MSA increase their mortgage lending to borrowers in other

MSAs (Section 5.2).

5.1 Intangible Capital and Bank Commercial Lending

Hypothesis 1 in Section 2 states that the lower use of debt in firms with more intangible

capital reduces the volume of bank loans to these firms. While in the baseline analysis we

examine the equilibrium effect of this mechanism on overall bank balance sheets, in loan-level

15Firms prefer loans with longer maturities as they reduce refinancing risks (Graham and Harvey, 2001).
Note that while the predictions for loan maturity are directionally unambiguous, loan maturity is influenced
by many additional factors. For instance, it may be chosen to reflect future cash flow streams (Morris, 1976;
Myers, 1977), credit market conditions at loan origination Mian and Santos (2018), and other agency frictions
and security design considerations (see, among others, Flannery (1986), Diamond (1991), and Diamond and
He (2014)). Therefore, our predictions for the size of the effect of intangible capital on loan maturity are
less clear-cut than for volumes and spreads.
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data we are able to test directly the relationship between firms’ intangible capital and the

amount and terms of the bank loans they receive. We use the following specification:

Yiblt = αit + β1IKbt + β2Xbt + δlt + εiblt, (4)

where banks are indexed by i, borrowing firms by b, borrower MSAs by l, and years by t. The

key explanatory variable is firm b’s intangible capital in year t, IKbt. The regressions include

controls for standard determinants of firm borrowing, Xbt (described in each subsection

below). All specifications control for time-varying bank characteristics using bank×year

fixed effects, αit, which absorb bank-specific shocks to commercial lending. Crucially, we also

include borrower-MSA×year fixed effects δlt, which absorb time-varying MSA-level economic

conditions, including mortgage demand variation that may stem from shocks to intangible

capital. Thus, MSA×year fixed effects allow us to exploit variation in intangible capital

across borrowing firms and compare the volume and terms of loans extended to firms in the

same MSA and year.16 In some tests we enrich this specification with additional, even more

granular, fixed effects.

The coefficient of interest, β1, represents the effect of intangible capital on the volume

and terms of loans the firm receives from a given bank relative to all other firms in the

same MSA receiving loans from the same bank and in the same year. Our hypothesis is

that intangible capital reduces firms’ borrowing. Therefore, we expect a negative association

between a firm’s intangible capital and the volume of loans it receives (β1 < 0). Further, if

the decline in commercial lending stems from collateral scarcity in intangible capital firms,

such firms should also experience worse lending terms, such as higher loan spreads and

shorter maturities.

5.1.1 Evidence from Syndicated Loans

Loan-level data on large corporate loans, most of which are syndicated (that is, comprising

at least two lenders), come from Refinitiv’s DealScan Loan Pricing Corporation (LPC). The

16Our reported specifications are robust to including triple interacted terms bank×borrower-MSA×year,
which allow us to exploit variation in intangible capital across firms and compare the terms of commercial
loans granted by the same bank to firms in the same MSA and in the same year (see Tables A8 and A9).
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syndicated loan market is a sizeable segment of the credit market, with syndicated loans ac-

counting for about one-quarter of aggregate banking system C&I loans and about one-third

of C&I loans on the balance sheets of large U.S. banks (Ivashina and Scharfstein, 2010).

DealScan offers detailed information on new loan originations at the bank-firm level, includ-

ing volume, spreads, and maturities. We limit the sample to loans granted to nonfinancial

firms between 1990 and 2016. The average syndicated loan in the regression data amounts

to USD 6.3 million, with a spread of 135 bps over the London Interbank Offer Rate or the

bank prime rate, and a maturity of 4.2 years (Table 1).

We aggregate the loan-level data at the bank-borrower-year level by computing total loan

volumes as well as average loan spreads and maturities (both weighted by loan volumes) for

each bank-borrower pair in a given year. Then we estimate Equation 4 to link syndicated

loan terms—log-volume, spread, and maturity—to intangible capital. Given that syndicated

loans are mainly granted to large public firms, we directly measure intangible capital for

each borrower at the firm level using data on firm financials from Compustat. In particular,

we use the firm-level measure from Falato et al. (2018) which is constructed for the panel

of public firms by analogy with the aggregate measure of intangible capital from Corrado

et al. (2009). All specifications include bank×year fixed effects, borrower-MSA×year, and

industry fixed effects.

Table 5 reports the results. For each dependent variable, the first specification shows the

bivariate specification that only includes firm-specific intangible capital as an explanatory

variable. The second specification adds controls for firm-level determinants of borrowing,

including firm size, growth opportunities (market-to-book ratio), profitability (return on

assets, ROA) and cash ratio. In the third specification we include additional interacted

fixed effects to control for unobservable time-varying firm characteristics, including corporate

loan demand, at even more granular levels. Specifically, we include industry×credit-rating-

category×year fixed effects to capture loan demand shocks that are common to all borrowing

firms in a given industry, Standard & Poor’s (S&P) risk rating category, and year.17

17We control for loan demand with fixed effects for relatively homogenous clusters of firms as opposed to
individual firms, similar to previous studies of syndicated loan data (e.g., De Haas and Van Horen (2012);
Acharya et al. (2018); Hale et al. (2019)). This approach is necessary in our context because our key
explanatory variable—intangible capital—varies at the firm-year level. Therefore, estimation of its impact
would be infeasible with firm×year fixed effects. There are 23 S&P credit rating categories (including a
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Across all specifications, we find that firms with more intangible assets receive smaller,

more expensive, and shorter-maturity bank loans. The coefficients have consistent signs

across specifications, and are statistically and economically significant. The coefficient esti-

mates indicate that one standard deviation increase in firm-level intangible capital (44.6%)

is associated with loan volumes that are smaller by between 6 and 11% (Columns 1–3) and

loan spreads that are higher by 5 to 9 basis points (Column 4–6). A one standard deviation

increase in firm-level intangible capital is also associated with loan maturities that are shorter

by 0.03 years (Columns 7–9), an economically small effect given a loan maturity of 4.2 years

on average. The finding that firms with more intangible assets receive smaller loans confirms

our baseline results in a different data environment, with a new measure of intangible capital

at the firm level, and with granular controls for local real estate demand. Furthermore, the

finding that firms with more intangible assets receive worse price and nonprice terms point to

external finance frictions in firms with intangible assets as the dominant mechanism behind

our results.

To further explore the financial frictions interpretation of our results, we conduct an

additional test using firm-level data on patents—a common type of intangible assets. Mann

(2018) shows that the pledgeability of patents boosts firms’ debt capacity and R&D spending;

and that more than one-third of U.S. patenting firms in 2013 pledged patents as collateral.

Given the higher collateral value of patents compared to other types of intangible assets,

the financial frictions channel implies that, among firms with a similar level of intangible

assets, those firms with more patents should have access to larger loans and better loan terms

than other firms. In Table A7 we report the results of specifications that interact intangible

capital with two measures of firm-level patents (nonweighted and citation-weighted, in %

of assets). Consistent with the lower collateral value of patents compared with tangible

assets, the coefficient estimates indicate that firms with more patents receive smaller, more

expensive, and shorter-maturity loans. Consistent with the financial frictions channel, the

estimates also show that—for the same level of intangible capital—firms with more patents

experience relatively more favorable lending terms—greater loan volumes, smaller spreads,

and longer maturities. Yet, despite patents improving borrowing conditions for intangible

capital firms, borrowing terms remain weaker than for other firms.

category for unrated firms) and 503 four-digit SIC industry categories in the regression sample.
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5.1.2 Evidence from Small Business Loans

Next, we examine the link between intangible capital and commercial lending using data on

individual loans from the SBA database on bank lending to small firms. A key benefit of this

data set is that we can confirm our main results in loan-level data on smaller and younger

business loan recipients (Brown and Earle (2017) report an average size of 14 employees and

median age of 6 years). We use data from the SBA program 7(a) on loans under $5 million.

SBA loans are government supported, with the government repaying up to 75% of a loan

loss (85% for the smallest loans) and the bank absorbing the rest (Craig et al., 2004; Brown

and Earle, 2017). The data are available for the period between 1990 and 2016. For each

loan we observe lender and borrower identities, the industry and location of the borrower,

and loan characteristics such as loan volume and maturity.18 The average small business

loan in the regression sample is close to half a million USD and has a maturity of 9.5 years

(Table 1).

While the SBA data are at the loan level, they do not provide financial information for

individual borrowers. Therefore, we conduct the analysis at the bank-industry-MSA-year

level (with industries at the three-digit NAICS level). We compute total loan volumes and

average loan maturities (weighted by loan volumes) for each bank that lends to borrowers in

a given industry, MSA, and year. We estimate a specification that links bank loan terms—

log-volume and maturity—to industry-level intangible capital (from the BEA). The control

variables correspond to the usual determinants of corporate borrowing, but are defined at the

industry level. All specifications include bank×year and borrower-MSA×year fixed effects.

The results are reported in Table 6. For each of the two dependent variables, in the first

specification we only include industry-level intangible capital; in the second specification we

control for average firm size within the industry (log-employment from the BEA); and in the

third specification, we restrict the sample to manufacturing firms, which allows us to fur-

ther control for the average firm’s total factor productivity (TFP) growth and profitability

(profits/sales), obtained from the U.S. Census Bureau. Across specifications, the estimates

consistently indicate that small businesses from industries with more intangible capital re-

18Loan interest rate data are only available starting in 2008. Regressions for loan interest rates reveal
expected coefficient signs of intangible capital, but these are imprecisely estimated (not shown).
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ceive smaller and shorter-maturity loans. The estimates are statistically and economically

significant: a one standard deviation increase in intangible capital (40.6%) is associated

with loan volumes that are lower by between 4 and 7% (Columns 1–3) and with maturities

that are lower by 0.2–0.3 years (Columns 4–6). Comparing these estimates with those for

syndicated loans (Section 5.1.1), we find that the elasticity of small business loan volume

with respect to intangible capital is smaller than that for syndicated loans (in the 6 to 11%

range). The maturity effect is economically small and is similar in magnitude to that for

syndicated loans.

5.2 Intangible Capital and Bank Reallocation to Real Estate Lend-

ing

Our baseline results in Section 4 show robust evidence that banks exposed to intangible

capital growth offset the reduction in commercial lending opportunities by expanding into

non-C&I assets, consistent with our Hypothesis 2. In Table A8, we use the baseline specifica-

tion (Column 4 of Table 2) to examine in more detail which specific components of non-C&I

assets are most affected, focusing on real estate lending, which accounts for 60% of total loan

portfolios (on average over the sample period). The estimates confirm that higher intangible

capital is positively related to overall real estate lending (Column 1), especially residential

real estate lending (Column 2),19 and imply that close to 12% of the increase in the share of

residential real estate loans in bank loan portfolios since the mid-1980s can be attributed to

the rise of intangible capital.20

However, this result, too, may be subject to the concern that exposed banks expand

mortgage lending not because of reduced C&I opportunities, but because areas with faster

intangible capital growth can also experience booming mortgage demand. To distinguish our

story from the real estate demand channel, we use loan-level data on mortgage lending from

19The estimated effect on banks’ commercial real estate lending is negative but statistically insignificant,
suggesting that firms with intangible assets face impediments to substituting commercial real estate for the
lacking collateral.

20We obtain this estimate similarly to the back-of-the-envelope calculation in Section 4.3. Given that
residential real estate lending grew at an annual average growth rate of 1.8% over the period, we have that
the portion of its increase explained by intangible capital is (0.1183× 1.8%)/1.8% = 0.1187 or close to 12%.
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HMDA. We aggregate the loan-level data at the bank-MSA-year level by calculating, for each

bank, total loan volumes and average acceptance rates in each MSA where it operates in a

given year. The regression sample covers more than 3,000 commercial banks with mortgage

lending operations across the U.S. between 1995 and 2016.21

We pursue the following identification approach. First, we include borrower-MSA×year

fixed effects in all specifications, similar to our previous loan-level analyses. These fixed

effects are intended to absorb time-varying real estate demand in the MSA where the bank

extends mortgages. Moreover, we exploit the fact that many banks extend mortgages to

borrowers across multiple MSAs. We restrict the sample to mortgages granted outside the

MSA where banks are exposed to intangible capital growth (i.e., their headquarters MSAs).

This strategy allows us to examine lending reallocation decisions that are free of the crowding-

out concern (that intangible capital induces higher local mortgage demand).22

Our main empirical specification links bank exposure to intangible capital to the volume

and terms of its mortgage lending and is given by:

Yilt = αt + β1IKit−1,lhq + β2Xit−1 + β3Lilt + +δlt + εilt, (5)

where banks are indexed by i, MSAs where the mortgage is originated by l, and years by t.

Yilt are two dependent variables: the change in the log-volume of mortgages and the change

in the mortgage acceptance rate. The main explanatory variable, IKit−1, is the growth rate

of intangible capital in the MSA of bank i’s headquarters. Xit−1 are bank-level controls and

Lilt are standard controls for the characteristics in banks’ mortgage applicant pool in a given

MSA. Both intangible capital growth and bank controls are lagged one year to allow for a

delay in the bank’s mortgage lending response.23 The coefficient of interest, β1, represents

21The median bank is present in 16 MSAs and originates around $6 million worth of mortgages per year
and MSA. The median mortgage loan is just over $130,000 and the median mortgage application acceptance
rate is 88%, similar to Loutskina and Strahan (2009). See Appendix A-IV for a more detailed description of
the HMDA data.

22This strategy also sheds light on the presence of the crowding-out channel in banks’ headquarters MSA.
If our results were due to local real estate demand in banks’ headquarters MSA, then exposed banks would
pull funds from other MSAs and allocate them to meet higher mortgage demand in their headquarters MSA.
By contrast, if our results reflected spare lending capacity from lower commercial lending in the headquarters
MSAs, then exposed banks would increase mortgage lending in other MSAs.

23The specifications we report do not include bank fixed effects as the dependent variables are expressed
in changes. However, adding bank fixed effects leaves the results virtually unchanged (see Table A10).
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the effect of bank exposure to intangible capital growth on the bank’s mortgage lending in

a given MSA relative to other banks that lend in the same MSA and in the same year. Our

reallocation hypothesis suggests a positive association between bank exposure and mortgage

lending, i.e. β1 > 0.

Columns 1–3 of Table 7 present the results for mortgage loan volume. The first column

shows a specification with no controls. Then we add bank-level balance sheet controls (size,

capital, and total asset growth), as well as controls for macroeconomic conditions in the

bank’s headquarters MSA which may have an independent effect on bank credit (growth

in house price index, per capita income, population, firm sales, and market-to-book). In

the third specification we also control for characteristics of the bank’s applicant pool in the

MSA where the mortgage is extended (applicants’ average income, the share of female and

minority loan applicants, and the average income and the share of minority applicants in

the census tract of the property, all expressed in differences). These control variables follow

Loutskina and Strahan (2009) and capture changes in a bank’s mortgage lending that are

attributed to the makeup of the applicant pool.24

The estimates are consistent across specifications. Banks exposed to higher growth of in-

tangible capital (in their headquarters MSAs) expand mortgage lending in other locations.25

The economic magnitudes are sizable. The estimates in Columns 3, for example, indicate

that a one standard deviation increase in intangible capital growth is associated with an

expansion of bank mortgage loan volume by close to 23% (about a quarter of the standard

deviation of mortgage loan growth), or about 2% of the average bank’s real estate loans.

Next, we examine the effect of intangible capital on mortgage acceptance rates. If the real-

located lending capacity relaxes exposed banks’ credit rationing constraints, then acceptance

rates would increase. Columns 4–6 of Table 7 show the results for the effect of intangible

capital growth in headquarters MSA on the change in the mortgage acceptance rate in

other MSAs. Across specifications—presented in the same order as for loan volumes—the

24Summary statistics for these variables are shown in Table A1.
25Furthermore, the control variables for changes in the characteristics of mortgage applicants have broadly

anticipated signs. Greater applicant income increases loan volumes and acceptance rates. Female and
minority applicants experience lower mortgage loan acceptance rates. Loans in more affluent neighborhoods
have higher acceptance rates and are larger. Loans in minority neighborhoods are larger as well, possibly
related to incentives provided by the Community Reinvestment Act (see Agarwal et al. (2012)).
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estimates consistently show that acceptance rates are significantly higher in more exposed

banks compared to other banks that lend in the same MSA. The coefficient estimates are

also economically meaningful: the estimates in Columns 6 suggest that a one standard de-

viation increase in intangible capital growth is associated with an increase in the mortgage

acceptance rate by 2 percentage points (or about one-sixth of the standard deviation).

Overall, this section provides robust evidence that banks exposed to higher growth in

intangible capital increase mortgage lending. These findings are consistent with our conjec-

ture that intangible capital reduces commercial lending opportunities and induces banks to

reallocate to other types of lending, including mortgage lending. Further, the finding that

exposed banks increase mortgage acceptance rates suggests that such reallocation leads to

an easing of lending standards—a possibility we explore further in Section 6.2.

6 Further Evidence and Implications

6.1 Heterogeneity of Effects by Bank Constraints

Our main analysis documents that the shift from tangible to intangible capital in the real

sector induces banks to reallocate from commercial lending to other types of lending, in-

cluding mortgages. It is important to note that these results hold regardless of whether the

underlying reason for the decline in commercial lending is the lower debt capacity of intan-

gible capital firms (the financial frictions channel) or these firms’ lower demand for external

financing (the demand channel). Nevertheless, distinguishing between these two mechanisms

lends insight for welfare and policy implications. A decline in commercial lending that stems

from firms’ lower demand for external funds is efficient. By contrast, a decline in lending

that is driven by collateral-related frictions can hinder investment.

Given that firms with more intangible capital experience worse price and nonprice lending

terms, our results appear to be more consistent with the financial frictions channel. To bring

additional evidence on this question, in this section we exploit cross-sectional heterogeneity

in bank constraints. If our main result is indeed driven by financial intermediation frictions,

then it should be more pronounced in constrained banks because such banks are less able to
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bear risks associated with lending to firms that lack collateral. We take this prediction to

the data using a wide range of proxies for bank constraints.

Our main measure of bank constraints is the capital ratio, defined as the ratio of total

equity to assets. Capital enables banks to absorb loan losses without imposing costs on their

depositors (Diamond and Rajan, 2000; Flannery, 2014) and to extend riskier loans without

breaching regulatory requirements (Peek and Rosengren, 1995). If firms with more intangible

capital have less collateral, then loans to such firms are riskier (Berger and Udell, 1990) and

require more regulatory capital (Adrian and Shin, 2014). As a result, banks with more

capital should be better suited to lend to these firms. Thus, banks exposed to intangible

capital growth should reduce commercial lending less if they are better capitalized. We

define constrained banks as those with capital ratio below the sample median.

While capital is arguably the most direct measure of bank lending ability, it may also

be mismeasured when banks engage in regulatory arbitrage (Huizinga and Laeven, 2012;

Acharya et al., 2013; Kisin and Manela, 2016). For this reason, we use two additional

measures of bank constraints. One such measure is the dividend ratio, a standard proxy of

financial constraints for non-financial firms (Fazzari et al., 1988; Campello et al., 2010). We

deem banks to be constrained if their dividend ratio is below the sample median. Another

proxy is based on whether a bank belongs to a bank holding company. Studies show that

lending by a bank that is affiliated with a multi-bank holding company is less sensitive to

its own financial position (compared to a standalone bank) because bank holding companies

establish an internal capital market to allocate capital among subsidiaries (e.g., Houston

et al. (1997)). Accordingly, we expect that a bank that belongs to a bank holding company

is more likely to have the necessary financial resources to lend to firms with intangible capital.

Table 8 presents the results. We estimate the baseline regressions (Column 4 of Table 2)

on subsamples split by bank constraints as defined above (see Panels A–C). We find that the

point estimates are larger for constrained banks. For all proxies, the effects are statistically

insignificant or marginally significant in less constrained banks. The coefficient difference

between constrained and unconstrained banks is statistically significant at 20% for the capital

and the dividend ratio splits and at 5% for the standalone bank split. Overall, across all

measures of bank constraints, the results are therefore consistent with the collateral-based
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financial frictions channel.

Another common measure of bank constraints is bank size. Larger banks have better access

to external capital markets (Albuquerque and Hopenhayn, 2004; Clementi and Hopenhayn,

2006) and more developed internal capital markets (Goetz et al., 2016; Gilje et al., 2016).

Therefore, larger banks could be relatively better placed to lend to firms with intangible

capital. However, to the extent that one can view intangible capital firms as an “informa-

tionally difficult credit” (Berger et al., 2005a), it is possible that large banks are less well

suited to lend to such firms because they are less able to process soft information (Stein,

2002; Zarutskie, 2010). Thus, the effect of bank size on lending to intangible capital firms is

a priori ambiguous. Panel D of Table 8 shows the results in subsamples of large versus small

banks (above/below-median assets). The effect of intangible capital on bank C&I lending

is stronger in smaller banks and the difference is statistically significant at the 20% level.

This result suggests that the collateral-based financial frictions channel—insofar as bank

constraints are captured by bank size—dominates the soft information channel.26

Finally, we examine heterogeneity by bank exposure to intrastate branching deregulation.

Historically, U.S. banks faced strict regulatory restrictions on activities outside their state

of incorporation. The limits on the scope of bank operations imposed by these restrictions

exacerbated bank constraints by hindering the development of internal capital markets (Gilje

et al., 2016) and amplifying bank exposure to idiosyncratic local risks (Goetz et al., 2016).

Starting in the early 1980s, states gradually eased these restrictions until they were com-

pletely removed by the mid-1990s (Jayaratne and Strahan, 1996; Kroszner and Strahan,

1999). We use the staggered deregulation of intrastate bank branching as a shock to individ-

ual bank constraints and examine how C&I lending responds to intangible capital as banks

become less constrained after deregulation.

26In Table A12 we report bank heterogeneity results for syndicated and small business loans, building on
the specifications of Sections 5.1.1-5.1.2 and using the full set of controls and fixed effects (including borrower-
MSA×year fixed effects) to account for local real estate demand. Focusing on bank capital and bank size
as key dimensions of bank constraints, we document stronger links between intangible capital and bank
loan volumes (in both data sets) and loan spreads (available for syndicated loans only) in constrained banks.
Further, in Table A13 we explore the role of soft information using geographic diversification as an additional
dimension of bank heterogeneity. We find no systematic evidence in the effect of intangible capital growth on
bank lending by degree of geographic diversification, consistent with the fact that geographically-diversified
banks are usually larger and hence less constrained, and that the financial frictions channel dominates the
soft information channel (see Appendix A-V for details).
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Following Chakraborty et al. (2018), we construct a bank-level measure of deregulation

by taking the weighted average of the deregulation indicator across all states where a bank

operates, with the weights given by the bank’s share of deposits in that state. We classify a

bank as regulated if the weighted average is zero, that is, if no state in which it operates has

been deregulated. Otherwise, we deem a bank to be (at least partially) deregulated. In effect,

this measure captures the banks that are most constrained by intrastate branching regulation.

Panel E of Table 8 shows that regulated banks respond more strongly to intangible capital

growth than do deregulated banks. The difference in the main coefficient across subsamples is

both statistically and economically significant. These results lend further support to the idea

that financial intermediation frictions, rather than reduced loan demand, are the dominant

mechanism behind the impact of intangible capital on C&I lending.

6.2 Economic Implications

The results of our bank- and loan-level analyses provide robust support for the hypotheses

that banks curb commercial lending in response to intangible capital growth and reallocate

the resulting balance sheet capacity to real estate lending. As bank mortgage supply expands,

banks need to attract new mortgage borrowers. As Shin (2009) points out, “the only way

they can do this is to lower their lending standards” (pp. 17). In this section, we examine

the effects of banks’ reallocation to real estate lending on the riskiness and profitability of

banks’ mortgage portfolios and explore the broader implications for bank performance.

In Table 7 we showed that intangible capital leads banks to increase mortgage acceptance

rates relative to other banks in the same MSA. To the extent that the newly-approved

borrowers were previously credit-rationed, new mortgage loans are likely to be of lower

quality than pre-existing loans. Furthermore, if banks facing a rise in intangible capital

engage in riskier real estate lending, then the same banks should also incur more mortgage

defaults. Finally, to the extent that the increased mortgage lending by exposed banks is the

result of a credit supply shift, then these banks’ mortgage profitability should decline as they

would cut mortgage rates to attract new borrowers. In other words, we expect a positive

link from intangible capital growth to the riskiness of mortgage lending, and a negative link

to the profitability of such lending. To test these links, we first draw on HMDA data to
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measure applicants’ LTI ratio—a loan quality indicator associated with a higher likelihood

of default (see, for example, Ambrose et al. (2005) and Agarwal et al. (2012)). Given that

HMDA data has no information on loan performance or pricing at the loan level, we then

turn to bank balance sheet data from the U.S. Call Reports, which provides information on

mortgage delinquencies.

The results are reported in Table 9. The estimates in Column 1 indicate that banks

exposed to higher intangible capital growth in their headquarters MSA originate new mort-

gages with higher LTI ratios in other MSAs (compared to nonexposed banks operating in

those MSAs). Combined with an increase in the application acceptance rate (Table 7), this

result suggests that exposed banks take more ex-ante risk in their mortgage portfolio. The

specification in Column 2 examines the relation between intangible growth and subsequent

mortgage default rates as reported on bank balance sheets. As loan delinquencies take time

to realize, we compute the dependent variable as the average NPL ratio over a five-year win-

dow following the increase in intangible capital.27 Consistent with banks reducing mortgage

lending standards as they reallocate, we find that intangible capital growth is associated

with higher mortgage NPLs, and thus greater realized risk of mortgage lending.

In Columns 3–4 of Table 9 we examine the profitability of mortgage lending, defined

as interest income from mortgage lending, in percent of mortgage loans. Given that the

effects on profitability should materialize soon after loan pricing decisions, in Column 3

the dependent variable is defined over the year following the increase in intangible capital.

The coefficient estimates indicate that higher intangible capital growth is associated with

lower profitability of mortgage lending, consistent with loan supply effects. The effect of

intangible capital on profitability of mortgage lending is statistically significant after one

year and becomes stronger over the subsequent five years (Column 4). Given that banks

increase the quantity of mortgage lending, this loss of profitability suggests that they extend

new mortgages at lower interest rates and hence incur compressed profit margins.28

27NPLs went up significantly during the housing bust, therefore we examine the robustness of all our NPL
and profitability results to including the financial crisis years 2008–2010 (see Table A14).

28We also examine how these risk-taking and profitability effects vary with bank constraints. Relatively
more constrained banks arguably have a larger pool of previously credit-rationed borrowers, some of which
are of better quality. Hence, such banks should be able to expand mortgage lending with a less adverse
impact on its quality and profitability. We explore this intuition in Table A15, which reports the results for
our main measures of bank constraints: capital and size. For both measures, we find that more constrained
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These coefficient estimates are also economically sizable. One standard deviation increase

in intangible capital growth is associated with an increase in loan-to-income ratios of newly

granted mortgages by close to 4% of the sample mean and an increase in mortgage NPLs by

close to 7.5% of the sample mean over the subsequent five years (excluding the crisis years,

as in our baseline analysis). One standard deviation increase in intangible capital growth is

also associated with a decline in mortgage interest income by almost 4% of the sample mean

over the following year.

What are the broader implications of higher risk-taking and lower profitability in mortgage

lending for bank performance? To answer this question, we examine the aggregate impact

of reallocation to mortgage lending on bank balance sheet risk and profitability, as captured

by the all-loan NPL ratio and return on assets, including those adjusted for risk. As shown

in Columns 5–7 of Table 9, the adverse effects of expanding mortgage portfolios are sizable

enough to drive up overall NPLs and reduce bank ROA, including risk-adjusted ROA. The

estimates in Columns 5 and 7 indicate that one standard deviation increase in intangible

capital growth is associated with an economically significant increase in total NPLs and

reduction in risk-adjusted ROA, by 5% and 7.1% of the sample means, respectively.

We interpret the results of this section as suggesting that the shift in the composition of

firm assets towards intangible capital has reduced bank lending efficiency, as judged from

the banks’ perspective. Commercial lending is curtailed by collateral-related frictions, while

additional mortgage lending induced by intangible capital growth is riskier and less profitable,

with adverse consequences for the riskiness and profitability of bank balance sheets. An

important caveat in interpreting these findings, however, is that our analysis does not provide

a gauge for the overall welfare effects of bank reallocation to the real estate sector. Estimating

welfare effects would require a quantitative evaluation in a general equilibrium setting to

determine whether additional mortgage lending is just marginally riskier or overly risky, and

whether it benefits households though better access to credit.

banks experience either statistically small or no increases in mortgage impairments following a period of
intangible capital growth, consistent with their lending being more rationed ex-ante.
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7 Conclusions

Over the past few decades, U.S. firms have dramatically increased their investment in intan-

gible capital. Yet, little is known about the effect of this shift in the real sector on financial

intermediation. In this paper, we examine the impact of intangible capital on the composition

of U.S. banks’ loan portfolios. Using bank-level panel data and loan-level microdata, we find

robust evidence that exposure to intangible capital induces banks to reduce their commercial

lending and reallocate toward other assets, particularly real estate loans. By constraining

banks’ commercial lending opportunities, a rise in intangible capital generates supply-side

pressures in real estate lending, with adverse effects for the riskiness and profitability of

banks’ mortgage portfolios. Overall, the evidence suggests that the long-run change in the

composition of the U.S. capital stock toward intangible capital has a quantitatively large

effect on financial intermediary balance sheets.

Our results have important economic policy implications. We find that firms with more

intangible capital have worse lending terms, pointing to external finance frictions as a key

reason for their lower borrowing. Borrowing constraints likely distort firm investment de-

cisions. The lower efficiency of financial intermediation in an intangible capital-intensive

economy may explain some of the decline in investment rates that underlies the “secular

stagnation” hypothesis (Summers, 2014). Our findings thus raise the question of how policy

can facilitate the financing of innovative firms. The fact that banks exposed to corporate

intangible capital growth reallocate their balance sheet capacity to real estate lending is

consistent with the “banking glut” observations of Shin (2012). We highlight that banks’

reallocation to real estate lending is associated with higher mortgage risk and lower mortgage

profitability, raising prudential concerns. The bank balance sheet reallocation identified in

this paper also has monetary policy implications. As banks shift from commercial to house-

hold lending, the importance of bank net worth and of the bank credit channel of monetary

policy for firm investment may diminish (Kashyap and Stein, 2000; Kishan and Opiela, 2000;

Chodorow-Reich, 2013), while the impact on households may strengthen (Mishkin, 2007).
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Figures and Tables

Figure 1: Bank loan portfolio composition, 1984–2016
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The figure depicts the average share of C&I and real estate loans in total loans across U.S. commercial banks

in our sample during 1984–2016. Data sources: U.S. Call Reports.
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Figure 2: Corporate intangible capital, 1975–2016
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The figure depicts the long-run trend in aggregate corporate intangible capital ratio (in % of tangible capital).

The BEA/BLS aggregate intangible capital ratio is computed as the weighted average of industry-level

intangible-to-tangible capital ratios, with weights given by each industry’s share in total U.S. employment.

Industries are defined at the three-digit NAICS industry level, and the sample period is 1975–2016. The

Compustat aggregate intangible capital ratio (shown on the secondary y-axis) is the unweighted average

ratio across firms. Intangible capital is computed from financial statement data as the sum of accumulated

knowledge capital, organizational capital, and informational capital. It is available over 1977–2016. See

Section 3 for details on the construction of both measures. Data sources: BEA, BLS, Compustat, Falato

et al. (2018).
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Figure 3: Corporate intangible capital across U.S. MSAs

ChicagoChicago

IndianapolisIndianapolis

DetroitDetroit

CincinnatiCincinnati

ClevelandCleveland

ColumbusColumbus

MilwaukeeMilwaukee

BirminghamBirmingham

LouisvilleLouisville

JacksonJackson

ChattanoogaChattanooga

NashvilleNashville

MemphisMemphis KnoxvilleKnoxville

BuffaloBuffalo

New YorkNew York

RochesterRochester

PittsburghPittsburgh

AllentownAllentown

PhiladelphiaPhiladelphia

TucsonTucson

PhoenixPhoenix

DenverDenver

Colorado SpringsColorado Springs

Fort CollinsFort Collins

BoiseBoise

RenoReno

Las VegasLas Vegas

AlbuquerqueAlbuquerque

OgdenOgden

ProvoProvo
Salt Lake CitySalt Lake City

BridgeportBridgeport

HartfordHartford

New HavenNew Haven

BostonBoston
SpringfieldSpringfield

ProvidenceProvidence

San DiegoSan Diego

StocktonStockton

SacramentoSacramento

Los AngelesLos Angeles

RiversideRiverside

San JoseSan Jose

BakersfieldBakersfield

San FranciscoSan Francisco

FresnoFresno

PortlandPortland

SpokaneSpokane

SeattleSeattle

TampaTampa

OrlandoOrlando

MiamiMiami

AtlantaAtlanta

BaltimoreBaltimore

CharlotteCharlotte

Virginia BeachVirginia Beach

Cedar RapidsCedar Rapids

DavenportDavenportDes MoinesDes Moines

WichitaWichita

MinneapolisMinneapolis

SpringfieldSpringfield

Kansas CityKansas City
St. LouisSt. Louis

LincolnLincoln

OmahaOmaha

FargoFargo

Sioux FallsSioux Falls

FayettevilleFayetteville

Little RockLittle Rock

New OrleansNew Orleans

Baton RougeBaton Rouge

Oklahoma CityOklahoma City

TulsaTulsa

McAllenMcAllen

San AntonioSan Antonio

DallasDallas

El PasoEl Paso

HoustonHouston

AustinAustin

0.1882-0.4030

0.1449-0.1882

0.1145-0.1449

0.0498-0.1145

No data/Non-MSA

(a) Level, 2016

ChicagoChicago

IndianapolisIndianapolis

DetroitDetroit

CincinnatiCincinnati

ClevelandCleveland

ColumbusColumbus

MilwaukeeMilwaukee

BirminghamBirmingham

LouisvilleLouisville

JacksonJackson

ChattanoogaChattanooga

NashvilleNashville

MemphisMemphis KnoxvilleKnoxville

BuffaloBuffalo

New YorkNew York

RochesterRochester

PittsburghPittsburgh

AllentownAllentown

PhiladelphiaPhiladelphia

TucsonTucson

PhoenixPhoenix

DenverDenver

Colorado SpringsColorado Springs

Fort CollinsFort Collins

BoiseBoise

RenoReno

Las VegasLas Vegas

AlbuquerqueAlbuquerque

OgdenOgden

ProvoProvo
Salt Lake CitySalt Lake City

BridgeportBridgeport

HartfordHartford

New HavenNew Haven

BostonBoston
SpringfieldSpringfield

ProvidenceProvidence

San DiegoSan Diego

StocktonStockton

SacramentoSacramento

Los AngelesLos Angeles

RiversideRiverside

San JoseSan Jose

BakersfieldBakersfield

San FranciscoSan Francisco

FresnoFresno

PortlandPortland

SpokaneSpokaneSeattleSeattle

TampaTampa

OrlandoOrlando

MiamiMiami

AtlantaAtlanta

BaltimoreBaltimore

CharlotteCharlotte

Virginia BeachVirginia Beach

Cedar RapidsCedar Rapids

DavenportDavenportDes MoinesDes Moines

WichitaWichita

MinneapolisMinneapolis

SpringfieldSpringfield

Kansas CityKansas City St. LouisSt. Louis

LincolnLincoln

OmahaOmaha

FargoFargo

Sioux FallsSioux Falls

FayettevilleFayetteville

Little RockLittle Rock

New OrleansNew Orleans

Baton RougeBaton Rouge

Oklahoma CityOklahoma City

TulsaTulsa

McAllenMcAllen

San AntonioSan Antonio

DallasDallas

El PasoEl Paso

HoustonHouston

AustinAustin

2.4%-5.7%

1.6%-2.4%

0.9%-1.6%

-1.7%-0.9%

No data/Non-MSA

(b) Average growth, 1984–2016

The maps depict spatial variation across MSAs in the level of intangible capital in 2016 (top) and in the

growth rate of intangible capital over 1984–2016 (bottom). Data sources: BEA, BLS.
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Table 1: Descriptive statistics for selected regression variables

Obs. Mean St. Dev. p25 Median p75

A. Bank-level analysis

C&I loan growth 82220 6.5% 24.5% -10.0% 3.6% 19.1%

Non C&I asset growth 87258 5.5% 9.6% -1.3% 3.9% 10.6%

Bank asset growth 89164 5.3% 9.2% -1.1% 3.7% 10.0%

Real estate loan growth 84171 9.4% 16.2% -1.5% 6.8% 17.4%

C&I loans (% assets) 78986 11.6% 87% 5.5% 9.7% 15.6%

Real estate loans (% assets) 78986 35.2% 16.8% 22.8% 33.8% 46.4%

Bank size (log-assets) 89028 18.07 1.24 17.21 17.95 18.76

Bank capital 89091 15.4% 8.0% 10.1% 13.7% 18.9%

B. MSA-level variables

IK level 89011 14.2% 5.7% 10.9% 13.5% 17.2%

IK growth 89011 4.3% 3.9% 1.4% 4.3% 7.4%

Mortgage NPL ratio 47535 4.3% 7.7% 0.0% 0.0% 5.9%

Mortgage profitability 103977 8.2% 9.6% 0.0% 0.0% 16.8%

Overall NPL ratio 47528 1.5% 1.7% 0.5% 1.0% 2.0%

Return on assets (ROA) 50358 2.7% 3.4% 1.7% 3.0% 4.3%

Risk-adjusted ROA 30684 2.8% 2.6% 1.6% 2.9% 4.1%

C. Syndicated loan analysis

Firm-level IK 82509 32.2% 44.6% 8.8% 21.5% 41.2%

Loan volume (log) 82509 21.7 2.3 21.1 21.8 22.5

Spread (bps) 75602 135.6 102.1 60.0 116.7 183.9

Maturity (years) 80425 4.2 2.0 3.0 5.0 5.0

D. Small business loan analysis

Industry-level IK 514116 14.9% 40.6% 1.6% 2.7% 9.1%

Loan volume (log) 514116 12.0 1.4 11.0 11.9 13.0

Maturity (years) 513827 9.5 6.3 5.5 7.0 10.3

E. Mortgage analysis

Loan volume (log) 83076 8.75 1.56 7.70 8.68 9.77

Acceptance rate 83076 0.83 0.16 0.77 0.88 0.94

∆ log(loan volume) 83076 0.20 0.83 -0.25 0.13 0.56

∆ acceptance rate 83076 0.00 0.12 -0.05 0.00 0.05

∆ applicants’ loan-to-income ratio 83076 0.04 2.02 -0.18 0.03 0.25

The table presents descriptive statistics for selected regression variables. Growth rates of U.S. Call Report variables are

winsorized at 5% of the distribution. The variable “IK level” refers to the MSA-level intangible capital ratio using employment

shares lagged at t − 3 (see Section 3 for details.) IK growth is winsorized at 1% of the MSA-level distribution. Firms’ sales

growth and market-to-book ratio (original variables are winsorized at the 5% of the distribution) are computed at the MSA

level as unweighted averages across the firms in each MSA. The variables in panels A and B refer to the bank-level panel in the

baseline analysis; panels C–E refer to loan-level analyses. Sample periods are 1984–2016 for bank- and macro-level variables in

the baseline regressions, 1990–2016 for DealScan, 1990–2016 for SBA, and 1995–2016 for HMDA analysis. See Data Appendices

A-II–A-IV for details and Table A2 for additional descriptive statistics.
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Table 2: Intangible capital and bank asset allocations—Baseline

C&I loans C&I loans C&I loans C&I loans Bank assets Non C&I assets

(1) (2) (3) (4) (5) (6)

IK growth -0.3349*** -0.1803*** -0.1853*** -0.2107*** 0.0330 0.0447***

(0.023) (0.027) (0.072) (0.068) (0.030) (0.012)

House price growth 0.3054*** 0.2877*** 0.1400*** 0.1970*** -0.0244***

(0.020) (0.023) (0.022) (0.009) (0.004)

Pc income growth 0.2470*** 0.2085*** 0.0896** 0.1556*** -0.0316***

(0.036) (0.045) (0.043) (0.016) (0.008)

Population growth 0.7130*** 0.5589*** -0.0229 0.7874*** 0.0278**

(0.076) (0.078) (0.071) (0.040) (0.013)

Firm sales growth 0.0475*** 0.0082 0.0012 0.0098*** -0.0006

(0.006) (0.006) (0.006) (0.003) (0.001)

Firm market-to-book 0.0003 0.0009 -0.0042*** 0.0068*** 0.0008***

(0.002) (0.002) (0.002) (0.001) (0.000)

Bank size -0.0016** -0.0011 -0.0026*** 0.0018*** 0.0002

(0.001) (0.001) (0.001) (0.000) (0.000)

Bank capital 0.1972*** 0.1986*** 0.1447*** 0.0680*** -0.0205***

(0.018) (0.025) (0.021) (0.010) (0.003)

Bank asset growth 0.7323*** 0.9823***

(0.011) (0.002)

Observations 81,953 80,448 80,448 80,448 87,408 85,456

R-squared 0.003 0.013 0.027 0.094 0.081 0.833

Year fixed effects No No Yes Yes Yes Yes

The dependent variables are bank-level C&I loan growth (Columns 1–4), total asset growth (Column 5), and non-C&I asset

growth (Column 6). Macro controls include house price growth, per capita income growth, population growth, firm sales growth,

and firm market-to-book ratio. Bank controls include bank size, capital, and, in Columns 4 and 6, total bank asset growth.

IK growth and macro controls correspond to the MSA of the bank’s headquarters. Standard errors are clustered on bank. ***

indicates statistical significance at the 1% level, ** at the 5% level, and * at the 10% level.
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Table 3: Intangible capital and bank asset allocations—IK measure based on alternative lags
of employment shares

C&I loans Bank assets Non C&I assets

(1) (2) (3)

IK: Employment shares at t− 1

IK growth -0.1365** -0.0091 0.0257***

(0.063) (0.026) (0.010)

Observations 80,448 87,408 85,456

R-squared 0.094 0.081 0.833

IK: Employment shares at t− 5

IK growth -0.2075*** 0.0349 0.0362***

(0.070) (0.032) (0.012)

Observations 80,448 87,408 85,456

R-squared 0.094 0.081 0.833

IK: Employment shares at t− 10

IK growth -0.2450*** -0.0364 0.0488***

(0.069) (0.032) (0.011)

Observations 80,448 87,408 85,456

R-squared 0.094 0.081 0.833

IK: Employment shares in 1975

IK growth -0.1676*** -0.0305 0.0303***

(0.062) (0.032) (0.010)

Observations 80,448 87,408 85,456

R-squared 0.094 0.081 0.833

Macro controls Yes Yes Yes

Bank controls Yes Yes Yes

Year fixed effects Yes Yes Yes

The table reports coefficient estimates for the variable “IK growth” from regressions using the baseline specification in Column

4 of Table 2. The dependent variables are bank-level C&I loan growth, total asset growth, and non-C&I asset growth. Panel

headings indicate the lag structure for employment shares used in constructing corporate IK growth. Macro controls and bank

controls are defined as in Table 2 and are included in all specifications (coefficients not shown). Standard errors are clustered

on bank. *** indicates statistical significance at the 1% level, ** at the 5% level, and * at the 10% level.
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Table 4: Intangible capital and bank asset allocations—IK measure based on banks’ geo-
graphic footprint

C&I loans Bank assets Non C&I assets

(1) (2) (3)

IK: weighted by deposits

IK growth -0.1597** 0.0095 0.0370***

(0.071) (0.032) (0.012)

Observations 46,582 49,153 48,475

R-squared 0.107 0.080 0.870

IK: weighted by number of mortgage applications

IK growth -0.2822*** -0.0339 0.0441***

(0.095) (0.047) (0.016)

Observations 46,582 49,153 48,475

R-squared 0.107 0.080 0.870

IK: weighted by volume of mortgage applications

IK growth -0.2827*** -0.0315 0.0446***

(0.095) (0.047) (0.016)

Observations 73,503 79,331 77,875

R-squared 0.094 0.080 0.849

Macro controls Yes Yes Yes

Bank controls Yes Yes Yes

Year fixed effects Yes Yes Yes

The table reports coefficient estimates for the variable “IK growth” from regressions using the baseline specification in Column

4 of Table 2. The dependent variables are bank-level C&I loan growth, total asset growth, and non-C&I asset growth. Unlike

in the baseline analysis, the IK growth variable is constructed at the bank level using the bank’s geographic footprint across

MSAs and years, based on bank’s deposit-taking and mortgage-lending activities. Macro controls are also computed at the

bank level using the same approach as for IK growth. Macro controls and bank-level controls are included in all specifications

(coefficients not shown). Standard errors are clustered on bank. *** indicates statistical significance at the 1% level, ** at the

5% level, and * at the 10% level.
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Table 7: Intangible capital and bank mortgage lending—Evidence from HMDA data

∆ log(loan volume) ∆ acceptance rate

(1) (2) (3) (4) (5) (6)

IK growth 7.5530** 8.2144** 8.1477** 0.7120*** 0.6753*** 0.6550***

(3.3769) (3.4207) (3.4010) (0.1635) (0.1693) (0.1655)

House price growth -0.4816 -0.4696 0.1484 0.1517

(0.4583) (0.4586) (0.1208) (0.1216)

Pc income growth 1.0618 1.0298 0.0923 0.0811

(0.7019) (0.7160) (0.0679) (0.0675)

Population growth -2.3237 -2.3991 -0.6086 -0.6246

(2.3874) (2.4148) (0.4900) (0.4937)

Firm sales growth -0.0384** -0.0381** 0.0014 0.0015

(0.0152) (0.0151) (0.0024) (0.0024)

Firm market-to-book -0.5046 -0.5172 -0.0432 -0.0462

(0.4193) (0.4185) (0.0625) (0.0623)

Bank size 1.2141*** 1.2247*** 0.0741** 0.0772**

(0.1668) (0.1688) (0.0354) (0.0354)

Bank capital -0.1638 -0.1596 0.0029 0.0048

(0.1174) (0.1186) (0.0147) (0.0144)

Bank asset growth -0.0306 -0.0316 -0.0033 -0.0037

(0.0226) (0.0224) (0.0057) (0.0056)

∆ applicants’ log income 0.2643*** 0.0677***

(0.0317) (0.0050)

∆ share of female applicants -0.0460 -0.0181***

(0.0405) (0.0060)

∆ share of minority applicants -0.0592 -0.0898***

(0.0645) (0.0116)

∆ share of minority residents 0.0064*** 0.0004

(0.0018) (0.0003)

∆ log(personal income) 0.7220*** 0.1038***

(0.1393) (0.0232)

Observations 52,085 52,085 52,085 52,912 52,912 52,912

R-squared 0.1967 0.2195 0.2276 0.1337 0.1391 0.1614

MSA×Year fixed effects Yes Yes Yes Yes Yes Yes

The dependent variables are the growth rate in mortgage lending volume (Columns 1–3) and the change in the acceptance rate

for mortgage applications (Columns 4–6). The data are at the bank-MSA-year level and are aggregated from loan-level data on

individual mortgages. IK growth, macro controls, and bank controls are as in the baseline specification in Column 4 of Table

2. All regressions include borrower-MSA×year fixed effects. Standard errors are clustered on bank. *** indicates statistical

significance at the 1% level, ** at the 5% level, and * at the 10% level.
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Table 8: Intangible capital and bank commercial lending—Heterogeneity by bank constraints

Constrained Unconstrained p-value

(1) (2) (3)

A. Capital

IK growth -0.2694*** -0.0740 0.156

(0.095) (0.099)

Observations 40,028 40,420

R-squared 0.099 0.092

B. Dividend policy

IK growth -0.3028*** -0.0924 0.114

(0.102) (0.088)

Observations 40,125 40,323

R-squared 0.116 0.066

C. Internal capital markets

IK growth -0.5177*** -0.1128# 0.0160

(0.150) (0.075)

Observations 18,685 61,763

R-squared 0.075 0.102

D. Size

IK growth -0.3086*** -0.1166# 0.152

(0.099) (0.090)

Observations 39,854 40,594

R-squared 0.073 0.125

E. Regulation

IK growth -0.5804*** -0.1595** 0.0470

(0.202) (0.072)

Observations 19,081 61,366

R-squared 0.088 0.096

The table explores heterogeneity in the effect of intangible capital on bank C&I loan growth (from Column 4 in Table 2) by

bank constraints. Banks are classified as constrained if they have below-median capital, below-median dividend payouts, no

access to internal capital markets (standalone bank as opposed to in a BHC), below-median assets, or if they are located in a

regulated state before the removal of intra-state branching restrictions. Columns 1–2 report the coefficients for the “IK growth”

variable in the constrained and unconstrained samples of banks. Column 3 reports the p-value of a two-sided t-test of equality

of coefficients across constrained and unconstrained banks. All specifications include macro and bank controls, and year fixed

effects. Standard errors are clustered on bank. # indicates statistical significance at the 20% level, *** at the 1% level, ** at

the 5% level, and * at the 10% level.
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Online Appendix

This document contains data appendices with details on our data sources, merges, and

transformations for the regression samples; and additional results.

A-I Data Appendix: Intangible Capital Data

Our main explanatory variable—the growth of MSA-level intangible capital—is constructed

using two data sources: industry-level estimates of intangible capital from Bureau of Eco-

nomic Analysis’ (BEA) Fixed Assets data and MSA-level distribution of employment by

industry from the Bureau of Labor Statistics’ (BLS) Quarterly Census of Employment and

Wages (QCEW).

Intangible assets are more difficult to measure than physical (tangible) assets such as

property, plant, and equipment (PP&E). In general, the literature recognizes three types of

investment as important for the accumulation of intangible capital: investment in knowledge

capital, organizational capital, and informational capital (see, for example, Corrado et al.

(2009)). In 2013, BEA revised the national income and product accounts (NIPAs) to explic-

itly recognize R&D spending as intangible capital to be included in estimates of fixed assets.

Previously, R&D spending was treated as expenditures, similar to the way it is treated in

companies’ financial statements. The 2013 revision’s measure of intangible capital, which

includes software and capitalized private expenditures on R&D, entertainment, literary, and

artistic originals, is estimated starting in 1947 and is available at the industry level. For R&D

expenditures at the establishment level, BEA relies on NSF’s R&D Survey administered by

the U.S. Census. For our measure of industry-level corporate intangible capital, we take the

ratio of intangible capital to tangible capital stock (equipment and structures) from BEA’s

revised Fixed Assets data.

For industry employment shares we use data from the BLS’ QCEW over the 1984–2016

period. We use data at the three-digit NAICS classification and MSA level. To map em-

ployment shares from QCEW to intangible capital from BEA, we use the BEA-provided

crosswalk from the BEA industry definitions to three-digit NAICS codes.

A-II Data Appendix: U.S. Call Reports

We construct our bank-year panel for the baseline analysis as follows. Bank financial in-

formation comes from the U.S. Call Reports (available for all the banks regulated by the
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Federal Reserve System, Federal Deposit Insurance Corporation, and the Comptroller of the

Currency) that are publicly available on the website of the Federal Reserve Bank of Chicago.

The sample period in our baseline analysis is 1984–2016. Starting our sample in 1984 ensures

time-series consistency in regards to the definitions of several key variables, including total

assets, C&I loans, and total equity (as discussed in Kashyap and Stein (2000) and Den Haan

et al. (2002)). The data refer to non-consolidated accounts (that is, on an “individual bank

basis”) that reflect domestic operations and ignore banks’ foreign activities.

We restrict the sample to commercial banks (variable RSSD9331 takes value 1) by dropping

state-chartered savings banks, federal savings banks, cooperative banks, industrial banks,

and foreign banking organizations. Following Den Haan et al. (2002), we also limit the sample

to insured banks (RSSD9424 takes values 1, 2 or 6) and banks that are located in the 50 states

and District of Columbia. For each bank we observe the MSA of its headquarters (variable

RSSD9180). The bank-level panel covers about 7,800 commercial banks with headquarters

in 271 MSAs.

Main variable definitions and transformations are listed below:

• Commercial and industrial (C&I) loans. Commercial and industrial loans in USD or divided
by total assets (RCON2170). For years 1984-2000, we use RCON1600. For years 2001-2008, we use
(RCON1755+RCON1766). If RCON1755 is missing, we only use RCON1766.

• Non-C&I assets. Difference between total assets (RCON2170) and C&I loans.

• Real estate loans. Loans secured by real estate in USD (RCON1410) or divided by total assets
(RCON2170). This variable is split into its components: residential real estate loans (RCON1430+RCON1460)
and commercial real estate loans (the difference between total and residential real estate loans).

• Real estate loan profitability. Interest and fees on loans secured primarily by real estate (RIAD4011)
divided by loans secured by real estate (RCON1410). Available starting in 1985.

• NPL ratio. Sum of loans and leases past-due 90 days or more (still accruing) plus non-accruing loans
(RCFD1407+RCFD1403), divided by total gross loans (RCFD2122).

• Real estate NPL ratio. Sum of loans and leases past-due 90 days or more (still accruing) plus non-
accruing revolving, open-end mortgage loans secured by 1–4 family residential properties (RCON5399
+ RCON5400), divided by loans secured by real estate (RCON1410). Available starting in 1991.

• Return on assets (ROA). Net income (RIAD4340) divided by total assets (RCON2170).

• Risk-adjusted ROA. Net income (RIAD4340) divided by risk-weighted assets (RCONA223).

• Bank size: Log of total bank assets (RCON2170).

• Bank equity: Total bank equity (RCON3210) divided by total assets (RCON2170).
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A-III Data Appendix: Dealscan and SBA

DealScan. In Section 5.1.1 we use detailed loan-level data on originations of large corporate
loans from Refinitiv’s DealScan Loan Pricing Corporation (LPC). We start with information
on 92,687 individual loan deals, structured in 136,020 loan facilities, signed between January
1990 and December 2016. These loans deals involve 6,779 U.S. banks and 33,948 U.S.
borrowers. We drop loans signed before 1990 due to the sparseness of the data and the fact
that sovereigns (rather than firms) were the main borrowers in the syndicated loan market
during the 1980s. From these data we construct an unbalanced bank-borrowing firm-year
panel. Loan volumes at the bank-firm-year level are summed up across multiple loans for
any given bank-firm pair and year. For loan spreads we calculate the weighted average of the
“all-in-spread drawn” (which refers to the spread over the reference rate, usually the London
Interbank Offered Rate (LIBOR), expressed in basis points, plus the facility fee associated
with granting the loan) where the weights are given by loan size. For loan maturities, we
calculate the weighted average maturity (similarly weighted by loan size).

Loan volumes are obtained from the raw data by multiplying loan shares (contributed by
individual banks to each loan deal) with the loan amount. We use the actual loan shares as
reported in DealScan when available. When loan shares are not available, we estimate them
following the regression-based approaches suggested by De Haas and Van Horen (2012) and
Hale et al. (2019). More precisely, we predict these shares using a regression model estimated
on the sample of loans with reported shares. The dependent variable is the loan share and the
regressors are log(loan amount), syndicate size (number of banks in the syndicate), number of
lead banks in the syndicate, dummies for loan currency, lead banks, bank country, loan type
(term loan, letter of credit, bond, etc.), deal purpose (corporate purposes, working capital,
debt repayment, LBO, etc.), firm country, firm industry (four-digit SIC code), and time
(year×quarter dummies). The model has an adjusted R-squared of 74.8%. Our regression
results are robust to two additional approaches to imputing the missing loan shares from
previous studies.29

Merge DealScan with Compustat. We merge the bank-firm-year level panel from
DealScan with borrowing firms’ financial information from Compustat using the Dealscan-
Compustat link (which contains matches through the end of 2017) from Chava and Roberts
(2008). We drop firms with missing industry information and financial firms (with four-digit
SIC industry codes between 6000 and 6799). We find a total number of 10,730 firms (with
GVKEY identifier in Compustat) at the intersection of DealScan and Compustat during the
1990–2016 period. We have information on borrowing activities and firm-level intangible
capital on a yearly basis (from Falato et al. (2018)) for 6,545 firms.

Merge DealScan with U.S. Call Reports. For the bank heterogeneity analysis (Table

29In the first approach, advocated by Duchin and Sosyura (2014), missing shares are imputed as follows:
for lead banks, we use the average share for lead banks in the sample of loans with non-missing shares, and
for other syndicate participants, we split the remainder of the loan in equal shares. In the second approach,
used in Hale (2012), missing loan shares are distributed equally across deal participants, regardless of their
role in the syndicate.
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A14), we merge the bank-firm-year level panel from DealScan with bank balance sheet infor-
mation from the U.S. Call Reports. Given that there is no common identifier across the two
datasets, we perform a careful manual match based on bank name (supplemented by infor-
mation on location, as needed). Out of 4,492 banks that appear as lenders in DealScan, we
are able to unambiguously assign a Federal Reserve identification number (RSSD ID) to 519
banks. To be conservative, we ignore all ambiguous matches. The dataset that represents
the intersection of DealScan, Compustat, U.S. Call Reports, with non-missing information
on the location and balance sheets of banks and firms spanning the sample period 1990–2016,
comprises bank-borrower pairs involving 503 banks and 6,124 non-financial firms.

SBA. In Section 5.1.2 we use detailed loan-level data on small business loans guaranteed by
the U.S. Small Business Administration (SBA) and granted under the 7(a) program by more
than 5,000 U.S. banks during the 1990–2016 period. For the analysis, we retain non-financial
firms (by dropping firms in the two-digit NAICS industry category of 52) and identify man-
ufacturing firms as those in the three-digit NAICS industry categories between 300 and 400.
From these data we construct an unbalanced bank-industry-MSA-year panel where the in-
dustry and MSA correspond to the borrower. Loan volumes at the bank-industry-MSA-year
level are summed up across multiple loans for any given bank-industry-MSA combination and
year. For loan maturity, we calculate the weighted average maturity, weighted by loan size.
Loan interest rates (not used in the analysis) are available starting in 2008. In the regression
dataset, which matches borrower industries to our baseline BEA/BLS measure of intangible
capital, we have lending information from 3,998 U.S. banks to enterprises in 94 industries (at
the three-digit NAICS level) and located in 421 metropolitan and non-metropolitan areas.

Merge SBA with U.S. Call Reports. For the bank heterogeneity analysis (Table A14),
we merge the bank-industry-MSA-year level panel from SBA with bank balance sheet in-
formation from the U.S. Call Reports. Given that there is no common identifier across the
two datasets, we perform a fuzzy-match based on bank name and location. Out of 5,200
banks that appear as lenders in the SBA data set, we are able to assign a Federal Reserve
identification number (RSSD ID) to 3,161 banks. To be conservative, we retain only matches
with the highest two matching quality scores after a careful manual check of all matches.
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A-IV Data Appendix: HMDA

HMDA data. In Section 5.2, we use data on banks’ lending activities from the HMDA
data set—a comprehensive source of information on mortgage market activity—to analyze
the link between intangible capital and bank mortgage lending. These data are collected
by the Federal Financial Institutions Examinations Council (FFIEC) under the provisions
of the Home Mortgage Disclosure Act (HMDA). Covered institutions include banks, savings
associations, credit unions, and mortgage companies which report mortgage lending transac-
tions to the FFIEC on a yearly basis. Loan-level data covers the near-universe of mortgage
loan applications and originations, except those from the institutions with assets below $30
million. Reliable data starts in 1995.

For each mortgage loan, we observe its volume, characteristics such as property location
(down to the zipcode), type of originating institution, whether the loan is insured, etc., and
borrower characteristics (such as income, race, and gender). From the raw data we drop
loans that are originated by non-bank institutions, loans that are not conventional (that
is, loans that are insured by the Federal Housing Administration, Veterans Administration,
Farm Service Agency, or Rural Housing Service), and loans that have incorrect or missing
coding. We aggregate the data at the bank-MSA-year level by adding up loan volumes and
calculating the acceptance rate as the share of accepted loan applications relative to the total
number of applications. The resulting dataset covers 3,372 commercial banks with lending
operations in 408 metropolitan and non-metropolitan areas during the 1995–2016 period. In
the regression sample, we drop bank-MSA-year observations with fewer than 10 mortgage
loan applications as they do not reflect sufficiently active banks in an MSA.

Merge HMDA with U.S. Call Reports.We use HMDA Reporter Panel data, also pro-
vided by FFIEC, to link HMDA reporting entities, through their RSSD ID, to the U.S. Call
Report data. We match property zipcodes and counties to MSAs using crosswalks from the
U.S. Census Bureau.

Banks’ geographic footprint. In Section 4.4, we use FDIC Summary of Deposits data
and HMDA data to construct several measures of banks’ geographic presence and intangi-
ble capital variables that are weighted by these measures. We capture banks’ geographic
footprint using the distribution of deposit-taking activities from the FDIC Summary of De-
posits data set; and that of mortgage lending—both mortgage lending volumes and numbers
of mortgage applications—from the HMDA data set. To aggregate deposit volumes at the
MSA level using FDIC data, we match branch locations at the zipcode level to MSAs using
the crosswalk from the U.S. Census Bureau. Given that reliable HMDA data start in 1995
and FDIC Summary of Deposits data are available starting in 1994, we backfill the data to
the beginning of our sample (1984) using the earliest available year in each data set.
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A-V Results Appendix: Role of Bank Soft Information

In this appendix we provide additional results that explore the role of soft information.
Specifically, we examine two additional dimensions of bank heterogeneity: geographic di-
versification and specialized knowledge in lending to intangible capital-intensive firms. We
measure geographic diversification based on banks’ deposit-taking locations (using FDIC
Summary of Deposits data) with the Herfindahl-Hirschman Index (HHI) of a bank’s deposit
drawing from each MSA. Berger et al. (2005a) argue that geographically diversified banks
are less well suited to lend to “informationally-difficult credits” such as intangible capital
firms as larger distances between borrowers and bank headquarters reduce banks’ ability to
process soft information (Agarwal and Hauswald, 2010).

We estimate the impact of intangible capital on C&I loan volumes in panels A–C of Table
A13, where each panel corresponding to a different data set: U.S. Call Reports, DealScan,
and respectively, SBA. As indicated by the p-values of a two-sided t-test of equality of coef-
ficients across subsamples of more vs. less diversified banks (defined as having above/below-
median HHI of deposits), shown in Column 3, there is no systematic difference in the effects
of intangible asset growth on commercial lending across banks with different levels of geo-
graphic diversification. However, geographically diversified banks also tend to be larger—the
sample correlation between deposit-based geographic diversification HHI and size is 0.47—
and it is possible that the benefits of larger size of these banks offset their soft information
disadvantage in lending to firms with intangible capital.

We measure banks’ specialized knowledge in lending to industries with intensive use of
intangible capital using DealScan data. Banks that specialize in such industries, say due to
superior knowledge or information, should be able to offer better lending terms to firms in
these industries. We define bank expertise in intangibles-intensive industries based on lending
concentration in those industries, as follows. First, we rank industries (using the four-digit
SIC classification) by average level of corporate intangible capital over the sample period
(1990–2016), and define intangibles-intensive industries as those above the median. Second,
we compute, for each bank, the share of total syndicated loan volumes to intangibles-intensive
industries. As shown in Panel D in Table A13, when we re-estimate our main DealScan
specification for loan spreads (from Column 5 of Table 5), we find that specialized banks
systematically charge firms with more intangible capital relatively smaller loan spreads. This
result suggests that banks with expertise in lending to intangible capital firms can partly
offset the adverse effects of collateral-based frictions on lending terms.
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Figure A1: Banking lending and economic activity, 1984–2016
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The figure depicts the long-run trend in U.S.-chartered depository institutions’ C&I lending (to domestic

businesses) relative to total capital of the nonfinancial private sector (panel a) and GDP (panel b). Total

capital refers to the current-cost net stock of private nonresidential fixed assets: equipment, structures, and

intellectual property products. Sources: FRED Economic Data.
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Table A1: Descriptive statistics for additional variables

Obs. Mean St. Dev. p25 Median p75

A. Additional IK measures

IK growth: Employment shares at t− 1 78986 4.46% 4.35% 1.44% 5.05% 7.80%

IK growth: Employment shares at t− 5 78986 4.40% 4.26% 1.55% 4.82% 7.74%

IK growth: Employment shares at t− 10 78986 4.46% 4.27% 1.62% 4.95% 7.66%

IK growth: Employment shares in 1975 78986 4.43% 4.20% 1.65% 4.78% 7.44%

IK growth: Deposits 69218 4.14% 4.35% 1.05% 4.56% 7.74%

IK growth: Mortgages, volume 40030 3.10% 4.36% -0.99% 3.01% 6.77%

IK growth: Mortgages, number 40030 3.10% 4.36% -0.99% 3.00% 6.77%

B. Bank-level analysis

Residential real estate loan - growth 82963 8.2% 19.6% -4.7% 4.7% 16.9%

Commercial real estate loan - growth 82663 11.7% 24.1% -4.0% 7.8% 22.7%

House price growth 89164 4.0% 4.8% 1.8% 3.9% 5.8%

Pc income growth 89164 4.5% 2.5% 3.0% 4.5% 6.0%

Population growth 89164 1.3% 1.3% 0.5% 1.2% 2.0%

Firms’ sales growth 89164 11.4% 14.3% 4.4% 10.8% 17.0%

Firms’ market-to-book 87560 1.84 0.59 1.49 1.77 2.11

C. Syndicated loan analysis

Firm size (large firm) 82557 73.0% 44.4% 0.0% 0.0% 100.0%

Firm market-to-book 82557 175.5% 95.8% 115.5% 148.1% 200.8%

Firm ROA 82557 13.9% 7.8% 9.5% 13.3% 17.7%

Firm cash ratio 82557 7.6% 10.3% 1.4% 3.7% 9.8%

Firm patents (no. patents/assets, unweighted) 25729 0.10 0.25 0.01 0.04 0.11

Firm patents (no. patents/assets, citation-weighted) 25729 2.11 15.82 0.12 0.53 1.71

D. Small business loan analysis

Industry size (log-employment) 483540 14.4 1.1 13.7 14.2 15.2

Industry TFP growth 49332 0.6% 2.6% -0.8% 0.9% 2.2%

Industry profitability (profits/sales) 49332 51.8% 8.0% 46.8% 53.4% 57.2%

C. Mortgage analysis

∆ applicants’ log income 83076 0.02 0.27 -0.09 0.02 0.13

∆ share of female applicants 83076 0.01 0.14 -0.05 0.01 0.07

∆ share of minority applicants 83076 0.00 0.10 -0.01 0.00 0.01

∆ share of minority residents 83076 -0.13 4.67 -0.28 0.28 0.91

∆ log(personal income) 83076 0.04 0.05 0.02 0.04 0.06

The table presents descriptive statistics for additional regression variables. Panel A refers to additional measures of IK growth

with different lag structure for industry-level employment shares (Table 3); or using bank’s geographic footprint (Table 4).

Panel B includes more U.S. Call Reports variables, such as the dependent variables in Table 9. Panel C includes variables from

the DealScan analysis (Table 5), where firm size is a dummy variable for firms with above-median total assets. Panel D includes

variables from the SBA analysis (Table 6). Panel E shows control variables in the HMDA analysis (Tables 6-7).
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Table A2: Robustness—Baseline Regressions—Without Bank Asset Growth as Control

C&I Bank Non C&I

loans assets assets

(1) (2) (3)

IK growth -0.1853*** 0.0330 0.0815***

(0.072) (0.030) (0.031)

House price growth 0.2877*** 0.1970*** 0.1684***

(0.023) (0.009) (0.010)

Pc income growth 0.2085*** 0.1556*** 0.1251***

(0.045) (0.016) (0.017)

Population growth 0.5589*** 0.7874*** 0.7654***

(0.078) (0.040) (0.041)

Firm sales growth 0.0082 0.0098*** 0.0087***

(0.006) (0.003) (0.003)

Firm market-to-book 0.0009 0.0068*** 0.0075***

(0.002) (0.001) (0.001)

Bank size -0.0011 0.0018*** 0.0021***

(0.001) (0.000) (0.000)

Bank capital 0.1986*** 0.0680*** 0.0417***

(0.025) (0.010) (0.010)

Observations 80,448 87,408 85,456

R-squared 0.027 0.081 0.066

Year fixed effects Yes Yes Yes

This table examines the robustness of our main baseline results (columns 4-6 in Table 2 and columns 1-4 in Table 8) to dropping

total asset growth as a control variable. The dependent variables are indicated as column headings. IK growth, house price

growth, per capital income growth, population growth, firm sales growth, and firm market-to-book ratio, are at the MSA level,

for the MSA where the bank is headquartered. Bank size, capital, and total asset growth are at the bank level. Standard errors

are clustered on bank. *** indicates statistical significance at the 1% level, ** at the 5% level, and * at the 10% level.
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Table A3: Robustness—Baseline Regressions—Including Crisis Years

C&I Bank Non C&I

loans assets assets

(1) (2) (3)

IK growth -0.1821*** 0.0261 0.0401***

(0.067) (0.029) (0.011)

House price growth 0.1415*** 0.1785*** -0.0240***

(0.021) (0.009) (0.004)

Pc income growth 0.0876** 0.1468*** -0.0295***

(0.041) (0.016) (0.007)

Population growth -0.0576 0.7991*** 0.0302**

(0.070) (0.040) (0.013)

Firm sales growth -0.0007 0.0102*** -0.0006

(0.006) (0.002) (0.001)

Firm market-to-book -0.0043*** 0.0065*** 0.0008***

(0.001) (0.001) (0.000)

Bank size -0.0031*** 0.0019*** 0.0001

(0.001) (0.000) (0.000)

Bank capital 0.1331*** 0.0784*** -0.0213***

(0.020) (0.010) (0.003)

Bank asset growth 0.7312*** 0.9831***

(0.011) (0.002)

Observations 86,389 93,818 91,751

R-squared 0.099 0.079 0.835

Year fixed effects Yes Yes Yes

This table examines the robustness of our main baseline results (Columns 4–6 Table 2) to including the crisis years in the

regression sample. The dependent variable is bank-level C&I loan growth (Column 1), total asset growth (Column 2), and the

growth rate of assets other than C&I loans (Column 3). IK growth, house price growth, per capital income growth, population

growth, firm sales growth, and firm market-to-book ratio, are at the MSA level, for the MSA where the bank is headquartered.

Bank size, capital, and total asset growth are at the bank level. Standard errors are clustered on bank. *** indicates statistical

significance at the 1% level, ** at the 5% level, and * at the 10% level.
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Table A4: Robustness—Baseline Regressions with Additional Fixed Effects

C&I loans Bank assets Non C&I assets C&I loans Bank assets Non C&I assets

(1) (2) (3) (4) (5) (6)

With Bank FE With Bank MSA FE

IK growth -0.2056** -0.0289 0.0491*** -0.2007*** -0.0158 0.0426***

(0.082) (0.028) (0.013) (0.076) (0.029) (0.013)

House price growth 0.0869*** 0.1897*** -0.0120** 0.0964*** 0.1633*** -0.0193***

(0.026) (0.010) (0.005) (0.023) (0.010) (0.004)

Pc income growth 0.0999** 0.1576*** -0.0239*** 0.1106** 0.1432*** -0.0333***

(0.044) (0.015) (0.008) (0.043) (0.016) (0.008)

Population growth 0.5738*** 0.6036*** -0.0690*** 0.4267*** 0.5727*** -0.0559***

(0.129) (0.053) (0.024) (0.115) (0.052) (0.022)

Firm sales growth 0.0072 0.0039 -0.0010 0.0113* 0.0041* -0.0019*

(0.007) (0.002) (0.001) (0.007) (0.002) (0.001)

Firm market-to-book -0.0024 0.0009 -0.0000 -0.0020 0.0013 0.0004

(0.002) (0.001) (0.000) (0.002) (0.001) (0.000)

Bank size -0.0102*** -0.0268*** 0.0016*** -0.0031*** -0.0015*** 0.0002

(0.003) (0.002) (0.000) (0.001) (0.000) (0.000)

Bank capital 0.2264*** 0.1760*** -0.0283*** 0.1400*** 0.0538*** -0.0193***

(0.035) (0.016) (0.005) (0.021) (0.011) (0.003)

Bank asset growth 0.6667*** 0.9862*** 0.7335*** 0.9812***

(0.013) (0.002) (0.011) (0.002)

Observations 80,041 87,035 85,049 80,447 87,407 85,455

R-squared 0.191 0.353 0.853 0.099 0.112 0.834

Year fixed effects Yes Yes Yes Yes Yes Yes

Bank fixed effects Yes Yes Yes

Bank-MSA fixed effects Yes Yes Yes

This table examines the robustness of our main baseline results (Columns 4–6 in Table 2) to including additional fixed effects

(bank fixed effects in Columns 1–3 and bank-MSA fixed effects in Columns 4–6). The dependent variable is bank-level C&I

loan growth (Columns 1, 4), total asset growth (Columns 2, 5), and the growth rate of assets other than C&I loans (Columns 3,

6). IK growth, house price growth, per capital income growth, population growth, firm sales growth, and firm market-to-book

ratio, are at the MSA level, for the MSA where the bank is headquartered. Bank size, capital, and total asset growth are at

the bank level. Standard errors are clustered on bank. *** indicates statistical significance at the 1% level, ** at the 5% level,

and * at the 10% level.
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Table A6: Intangible capital and bank real estate lending—By loan type

Real estate Residential Commercial

loans real estate loans real estate loans

(1) (2) (3)

IK growth 0.0852** 0.1153** 0.0680

(0.043) (0.056) (0.069)

House price growth 0.3871*** 0.3047*** 0.4031***

(0.014) (0.019) (0.022)

Pc income growth 0.1320*** 0.0366 0.1953***

(0.027) (0.036) (0.041)

Population growth 0.4338*** 0.4481*** 0.1918***

(0.050) (0.067) (0.072)

Firm sales growth 0.0008 -0.0054 0.0052

(0.004) (0.006) (0.006)

Firm market-to-book -0.0018* -0.0025* 0.0008

(0.001) (0.001) (0.001)

Bank size -0.0022*** -0.0025*** -0.0037***

(0.000) (0.001) (0.001)

Bank capital 0.0320** 0.0354** 0.0416**

(0.016) (0.018) (0.020)

Bank asset growth 0.7764*** 0.6823*** 0.7839***

(0.008) (0.010) (0.011)

Observations 81,278 78,114 77,813

R-squared 0.245 0.133 0.133

Year fixed effects Yes Yes Yes

In this table we examine the relation between intangible capital growth and specific components of bank non-C&I assets using

the same specification as Column 2 in baseline Table 2. The dependent variables are real estate loan growth (Column 1),

residential real estate loan growth (Column 2) and commercial real estate loan growth (Column 3). The data are at the bank-

year level. All controls are as in Table 2. IK growth and macro controls correspond to the MSA of the bank’s headquarters.

Standard errors are clustered on bank. *** indicates statistical significance at the 1% level, ** at the 5% level, and * at the

10% level.
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Table A10: Robustness—Adding bank fixed effects in HMDA regressions

∆ log(loan volume) ∆ acceptance rate

(1) (2) (3) (4) (5) (6)

IK growth 7.8457** 7.7591** 7.6370** 0.9328*** 0.9060*** 0.8889***

(3.7283) (3.5235) (3.4817) (0.1939) (0.1821) (0.1821)

House price growth -0.1181 -0.1358 0.0945 0.0904

(0.6630) (0.6509) (0.1538) (0.1510)

Pc income growth 0.8551 0.8401 0.0002 -0.0088

(0.6555) (0.6680) (0.0688) (0.0689)

Population growth -5.2926*** -5.3913*** -0.6745 -0.7062

(1.9902) (1.9776) (0.7081) (0.6976)

Firm sales growth -0.1520*** -0.1486*** -0.0072 -0.0064

(0.0523) (0.0523) (0.0106) (0.0102)

Firm market-to-book 0.2743 0.2772 0.0418 0.0372

(0.4863) (0.4777) (0.1544) (0.1534)

Bank size 1.2266*** 1.2466*** 0.0541 0.0589

(0.1943) (0.1933) (0.0418) (0.0415)

Bank capital -0.2133* -0.2090* -0.0004 0.0009

(0.1256) (0.1259) (0.0137) (0.0133)

Bank asset growth -0.0181 -0.0199 0.0015 0.0009

(0.0236) (0.0235) (0.0029) (0.0028)

∆ applicants’ log income 0.3209*** 0.0654***

(0.0331) (0.0048)

∆ share of female applicants -0.0371 -0.0159***

(0.0394) (0.0060)

∆ share of minority applicants -0.0141 -0.0868***

(0.0601) (0.0121)

∆ share of minority residents 0.0068*** 0.0005

(0.0018) (0.0003)

∆ log(personal income) 0.6332*** 0.1005***

(0.1348) (0.0230)

Observations 51,823 51,823 51,823 52,650 52,650 52,650

R-squared 0.2913 0.3074 0.3180 0.2102 0.2121 0.2326

Bank fixed effects Yes Yes Yes Yes Yes Yes

MSA×Year fixed effects Yes Yes Yes Yes Yes Yes

This table examines the robustness of our baseline HMDA results in Table 7 to including bank fixed effects. The dependent

variables are the growth rate in mortgage lending volume (Columns 1–3) and the change in the acceptance rate for mortgage

applications (Columns 4–6). The data are at the bank-MSA-year level and are aggregated from loan-level data on individual

mortgages. IK growth, macro controls, and bank controls are as in the baseline specification in Column 4 of Table 2. All

regressions include borrower-MSA×year fixed effects. Standard errors are clustered on bank. *** indicates statistical significance

at the 1% level, ** at the 5% level, and * at the 10% level.
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Table A11: Intangible capital and bank mortgage lending—Evidence from HMDA data—IK
based on banks’ geographic footprint

∆ log(loan volume) ∆ acceptance rate

(1) (2)

IK: weighted by deposits

IK growth 6.6875** 0.6050***

(2.8095) (0.2129)

Observations 52,912 52,873

R-squared 0.1583 0.1612

IK: weighted by volume of mortgage applications

IK growth 6.4986*** 0.3994**

(1.8790) (0.1982)

Observations 52,085 52,085

R-squared 0.2231 0.2233

IK: weighted by number of mortgage applications

IK growth 6.6137*** 0.4005**

(1.8535) (0.2017)

Observations 52,046 52,912

R-squared 0.2282 0.1585

Macro controls Yes Yes

Bank controls Yes Yes

Bank-borrower pool controls Yes Yes

MSA×Year fixed effects Yes Yes

The table reports coefficient estimates for the “IK growth” variables from regressions using the main specifications in Columns

2 and 5 of Table 7. The dependent variables are the growth rate in mortgage lending volume (Columns 1–3) and the change

in the acceptance rate for mortgage applications (Columns 4–6). The data are at the bank-MSA-year level and are aggregated

from loan-level data on individual mortgages. Unlike in the baseline analysis, the IK growth variable is constructed at the

bank level using the bank’s geographic footprint across MSAs and years, based on bank’s deposit-taking and mortgage-lending

activities. Macro controls and bank controls are as in the baseline specification in Column 4 of Table 2. All regressions include

borrower-MSA×year fixed effects. Standard errors are clustered on bank. # indicates statistical significance at the 20% level,

*** at the 1% level, ** at the 5% level, and * at the 10% level.
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Table A12: Intangible capital and bank commercial lending—Heterogeneity by bank con-
straints in DealScan and SBA regressions

Constrained Unconstrained p-value Constrained Unconstrained p-value

(1) (2) (3) (4) (5) (6)

A. DealScan: Loan volume (log)

(a) Capital (b) Size

Firm-level IK -0.1348*** -0.1193 0.1530 -0.2253*** -0.1045* 0.1080

(0.036) (0.074) (0.047) (0.061)

Observations 1687 9300 1240 9617

R-squared 0.5156 0.3819 0.6425 0.3647

B. DealScan: Loan spread

(c) Capital (d) Size

Firm-level IK 24.0676*** 7.9935*** 0.0010 13.5333*** 14.0674*** 0.7380

(5.913) (2.384) (1.793) (3.419)

Observations 1498 8756 1100 9009

R-squared 0.7963 0.6264 0.8055 0.6043

C. SBA: Loan volume (log)

(e) Capital (f) Size

Industry-level IK -0.0902*** -0.0677*** 0.3570 -0.0926*** -0.0419* 0.0756

(0.013) (0.022) (0.016) (0.023)

Observations 33,121 135,970 21,429 108,016

R-squared 0.4161 0.4226 0.5475 0.4132

The table explores heterogeneity in the effect of firm-level intangible capital on the volume and terms of lending by bank capital

and size. Banks are classified as constrained if they have below-median capital or below-median assets. Panels A and B report

the results of DealScan regressions similar to Columns 2 and 5 in Table 5 and Panel C reports the results of SBA regressions

similar to Column 2 in Table 6. Columns 1–2 and 4–5 report the coefficients for the “IK” variable in the constrained and

unconstrained samples of banks. Columns 3 and 6 reports the p-value of a two-sided t-test of equality of coefficients across

constrained and unconstrained banks. In panels A and B, all specifications include firm controls and industry fixed effects,

bank×year fixed effects, and borrower-MSA×year fixed effects. In panel C, all specifications include industry size, bank×year

fixed effects, and borrower-MSA×year fixed effects. Standard errors are clustered on bank. # indicates statistical significance

at the 20% level, *** at the 1% level, ** at the 5% level, and * at the 10% level.

ECB Working Paper Series No 2429 / June 2020 72



Table A13: Intangible capital and bank commercial lending—Heterogeneity by bank geo-
graphic diversification and specialization

(1) (2) (3) (4) (5) (6)

A. U.S. Call Reports: C&I loan growth C. SBA: Loan volume (log)

Diversification Diversification

Less diversified More diversified p-value Less diversified More diversified p-value

IK -0.1497* -0.2543# 0.599 -0.0974*** -0.0863*** 0.692

(0.077) (0.184) (0.020) (0.020)

Observations 62,117 9,908 59,413 58,653

R-squared 0.0860 0.1610 0.3922 0.4835

B. DealScan: Loan volume (log) D. DealScan: Loan spread

Diversification Specialization

Less diversified More diversified p-value Specialized Not specialized p-value

IK -0.1689*** −0.1183# 0.534 10.9224*** 16.9281*** 0.006

(0.031) (0.076) (1.256) (1.922)

Observations 4,917 5,600 2,845 71,527

R-squared 0.4565 0.4302 0.8566 0.6095

The table explores heterogeneity in the effect of intangible capital on commercial lending volumes and terms by bank geographic

diversification and specialization in lending to intangible capital-intensive industries. Banks are classified as more geographically

diversified if they have above-median HHI of deposits. Column 3 reports the p-value of a two-sided t-test of equality of coefficients

across the two subsamples of banks. All specifications include the IK variable, controls, and fixed effects as in the corresponding

U.S. Call Report baseline (Column 3 of Table 2, DealScan (Columns 2, 5 of Table 5), and SBA regressions (Column 2 of Table

6). See Appendix A-V for defintions of bank diversification and specialization. Standard errors are clustered on bank. #

indicates statistical significance at the 20% level, *** at the 1% level, ** at the 5% level, and * at the 10% level.
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Table A14: Robustness—Intangible capital and bank risk-taking and profitability—Including
crisis years

Mortgage Mortgage Mortgage Overall Overall Risk-adj.

NPL ratio profitability profitability NPL ratio ROA overall ROA

(t, t+5) (t, t+1) (t, t+5) (t, t+5) (t, t+5) (t, t+5)

(1) (2) (2) (4) (5) (6)

IK growth 0.1183*** -0.0623** -0.0770*** 0.0246*** -0.0203*** -0.0602***

(0.030) (0.028) (0.027) (0.007) (0.007) (0.016)

Observations 41,903 85,555 60,152 42,162 60,278 26,130

R-squared 0.328 0.646 0.696 0.136 0.159 0.111

Macro controls Yes Yes Yes Yes Yes Yes

Bank controls Yes Yes Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes Yes Yes

The table examines robustness of the results in Table 9 to including crisis-year observations (2008–2010). The dependent

variables capture risk and profitability of mortgage lending (Columns 1–2) and of overall balance sheets (Columns 3–5). All

dependent variables are averaged over t, t + 5 except Column 2 where mortgage profitability is averaged over t, t + 1. All

specifications use U.S. Call Report data and controls as in Columns 4 and 6 of baseline Table 2. Across all specifications, IK

growth and macro controls correspond to the MSA of the bank’s headquarters. Standard errors are clustered on bank. ***

indicates statistical significance at the 1% level, ** at the 5% level, and * at the 10% level.
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Table A15: Intangible capital and bank risk and profitability—Heterogeneity by bank con-
straints in U.S. Call Report regressions

Constrained Unconstrained p-value Constrained Unconstrained p-value

(1) (2) (3) (4) (5) (6)

A. Mortgage NPL ratio (t, t + 5)

(a) Capital (b) Size

IK growth 0.0042 0.1427*** 0.0010 0.0146 0.1496*** 0.0117

(0.033) (0.035) (0.020) (0.051)

Observations 13,415 23,724 18,998 18,141

R-squared 0.2624 0.3013 0.1618 0.2735

B. Mortgage profitability (t, t + 1)

(c) Capital (d) Size

IK growth 0.0242 -0.0988*** 0.0058 -0.0077 -0.0625 0.3120

(0.038) (0.028) (0.009) (0.054)

Observations 43,006 36,545 41,239 38,312

R-squared 0.5740 0.752 0.9337 0.4846

C. Mortgage profitability (t, t + 5)

(e) Capital (f) Size

IK growth 0.0132 -0.0988*** 0.0087 0.0025 -0.0806 0.1240

(0.038) (0.023) (0.009) (0.053)

Observations 31,842 23,535 30,726 24,651

R-squared 0.6355 0.8235 0.9665 0.5508

The table explores heterogeneity by bank constraints in the effect of intangible capital on bank mortgage risk and profitability,

using the same specifications as in Columns 2–4 in Table 9. Banks are classified as constrained if they have below-median

capital or below-median assets. Columns 1–2 and 4–5 report the coefficients for the “IK” variable in the constrained and

unconstrained samples of banks. Columns 3 and 6 reports the p-value of a two-sided t-test of equality of coefficients across

constrained and unconstrained banks. All regressions include macro controls, bank controls, and year fixed effects. IK growth

and macro controls correspond to the MSA of the bank’s headquarters. Standard errors are clustered on bank. # indicates

statistical significance at the 20% level, *** at the 1% level, ** at the 5% level, and * at the 10% level.
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